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The system consisting of a relativistic scalar boson field interacting with a single spinless nucleon with 
kinetic energy taken to be independent of momentum is studied in d space dimensions. The interaction 
Hamiltonian is taken to be Hlf) = S R d<l>lx)ljJ*(x)ljJ(x)dx. where fis a momentum cutoff. The physical 
Hilbert space I< corresponding to the case J= 1 in d space dimensions is discussed. The time smoothed 
nucleon annihilation operator is constructed as a closable operator on I<. First order estimates are 
established for 1jJ( h) in terms of the local (in momentum space) number operators on I< for the case d = 3. 

It is shown that the union of the ranges of the adjoints 1jJ*( h) is dense in K The one particle Hamiltonian 
is related to the nucleon creation operator on I< . 

INTRODUCTION 

The objective of this paper is to study the phenomenon 
of infinite field strength renormalization in a simple 
model. We investigate the infinitely renormalized 
nucleon field operator in the scalar field model. We re­
strict our attention to the action of this operator on the 
one nucleon physical Hilbert space, where the phenome­
non of principle interest already occurs; the range of 
the operator restricted to this subspace is contained in 
the zero nucleon space. 

Much has been written dealing with the mathematical 
aspects of this model. 1-8 The work closest to this paper 
is Ref. 2. In that paper the physical Hilbert space is 
constructed via the Wightman functions for the case of 
three space dimensions. We obtain more information 
than is obtained in Ref. 2 in that we get estimates for 
the time-smoothed nucleon field operator in terms of the 
local number operator (in momentum space) for three 
space dimensions. We also construct the nucleon field 
operator for d space dimensions, where d> 3. For this 
case we must use more regular test functions for time 
smoothing than those in S(IR1

), and we do not obtain 
estimates on the operator. 

An interesting question is to determine whether the 
infinitely renormalized nucleon operator is unbounded. 
For Fermion fields, equal-time anticommutation rela­
tions imply boundedness of the spatially smoothed field 
operators. In this model, however, there are no sharp­
time nucleon field operators (after cutoffs are removed); 
there are only time-smoothed field operators. Hence 
there are no equal-time anticommutation relations, and 
so the boundedness is in question. In fact, the indica­
tions are that the field operators are unbounded. We 
feel that our techniques are a step in settling this 
question. 

The scalar field model may be described as fallows. 
Consider a system of spinless nucleons interacting with 
a boson field. We will consider a Hamiltonian for which 
the kinetic energy is independent of the nucleon momen­
tum. This is customarily interpreted as meaning that 
the nucleon mass is "very large" relative to the nucleon 
momentum. 

The total Hamiltonian of the system in the presence 
of a momentum cutoff f is HI = Ho + HI (/!, where 
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Ho=M J ljJ(x)*ljJ(x)dx + J a(k)*/l(k)a(k)dK, 
Rd IRd 

H I (/!= (1/fi)(21T)-d 1 d f [j(k)/ /l1/2(k)] 
IR IRd 

x [exp(ik • x)a(k)* + exp(- ik • x)a(k)]Iji(x)* ljJ(x)dxdk, 

/l(k) = (k2+ m2)1/2, m, M>O 

and ljJ(x) and a(k) are the annihilation operators for the 
nucleons and bosons respectively. M is the nucleon 
mass and m is the boson mass. HI is an operator on 
J nucleons ® J mesons which commutes with the nucleon num­
ber operator, so that H f leaves the number of nucleons 
invariant. Hence, in studying HI we can consider a 
subspace in which a fixed number of nucleons are 
present. HI also commutes with the nucleon position 
operator. This means we can reduce HI with respect 
to position; that is, we can consider the nucleons as 
being located at fixed points in IRd. To treat nuclear an­
nihilation and creation operators, we need to consider 
states with different numbers of nucleons, but it turns 
out that for our purposes it suffices to restrict attention 
to the subspace with zero and one nucleon, and the one 
nucleon may be assumed located at the origin. The 
Hamiltonian HI restricted to the no nucleon states is 

HI=J a(k)*/l(k)a(k)dk 
IRd 

while for the one nucleon states under consideration it 
is 

HI=M+ J a(k)* /l(k)a(k)dk + (l/V2)(21T)-d 
IRd 

X J [j(k)/ /l1/2(k)][a(k)* + a(k)]dk. 
IRd 

These are operators on J mesons; we will henceforth de­
note this space simply by J. To remove the cutoff, we 
choose a sequence Un} of smooth functions with compact 
support that converges in a suitable sense to the func­
tion /l(k)-1/2. Write Hn=HI . For each n, we renormal­
ize the nucleon mass so that the lower bound of Hn is 
zero. If d ~ 2, the renormalized mass Mn will go to in­
finity as n - 00. Thus for d;,. 2 the model exhibits in­
finite mass renormalization. 

Let A denote the ground state for H . This is a unit 
eigenve~tor corresponding to eigenval~e zero. If d = 2, 
then An converges strongly in J and Hn converges in the 
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generalized strong sense to a positive operator on J . 
If d> 2, then A" converges weakly to zero. In this case, 
it is necessary to construct another space K, the physi­
cal Hilbert space, with the property that the sequence 
{A"} "converges" in a certain sense to a nontrivial vec­
tor in K. Then the Hamiltonian may be constructed on 
K as a "limit" of the sequence H". 

Briefly, the procedure for constructing K is to de­
fine a sequence of linear functionals {w,,} by w,,(A) 
= (AA",A") for A EA = the algebra generated by 

and has compact support}. 

Then w" converges to a linear functional w onA. We 
let K be the space obtained from (A, w) via the Gel' fand­
Naimark-Segal construction. Thus setting kerw = {A 
EA 1 w(A* A) = a}, K is the Hilbert space completion of 
A /kerw in the inner product ([A], [E]) = w(B* A), where 
[A]=A+kerw. H can be defined on K in a standard way. 

In this paper we consider the nucleon annihilation 
operator restricted to those states in which there is one 
nucleon at the origin and any number of mesons. It maps 
those states into ones with no nucleons and any number 
of mesons. Since the Hilbert space of states of one 
nucleon at the origin is one-dimensional, this restric­
tion of the nucleon annihilation operator can be regarded 
as a mapping of meson states; it will be constructed as 
a mapping of K into J. In the following, when the 
nucleon annihilation operator is referred to it denotes 
this restriction. The construction of the nucleon an­
nihilation operator begins with the time smoothed an­
nihilation nucleon operator on J given by 

<p"(h) = J dt h(t) exp(itHo) exp( - itH") for hE 5 (lR1
). 

This sequence of operators converges weakly to zero 
on J. To remedy this, we multiply <p" by a suitable 
sequence {en} of constants tending to infinity. This pro­
cedure is called infinite field strength renormalization. 
We show that the sequence {<p"(h)AO,,} converges strongly 
in J for A in B, where B is a subset of A such that 
{[A] 1 A EB} is a dense subset of K. The limit we call 
<p(h)[A]. <p(h) is called the annihilation operator without 
cutoffs; we show that it is a closable operator from K 
to J. We also show that the union of the ranges of <p*(h) 
over hE 5 (lR1 ) is dense in K. Finally, we establish the 
relationship between the Hamiltonian without cutoffs and 
the annihilation operator without cutoffs 

exp(itH)<p* (h) =:0 <p* (h t ) exp(itHo) , 

where ht is the translate of h by t. In this equation each 
side is an operator from J to K. 

I. PRELIMINARIES 

A. Fock space 

Before we can discuss the physics of a spinless 
nucleon interacting with a boson field, we need to define 
the space which is used to represent the nucleon and 
bosons and the operators which describe the interaction 
of these particles. 

First we define the state space for the bosons. Let 
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H be a complex Hilbert space. Let HO = <1:, Hi =H 0 H 
0" '0 H (j factors), and L = 2:" tJJHi. L is called the 

j=O 
Fock space over H. For every permutation aE S", the 
symmetric group of degree n, there exists a unique 
unitary operator U(a) defined by the equation 

for xu' .. ,x"EH. A tensor uEH" is called symmetric 
if U(a)u=u for all aES". Define 

1 
I, 

p(")- . 

S - (l/n!) L: U(a), n>O. 
crEs" 

n=O, 

Then P~"): H(")....2!!.!.4 ]", the space of all symmetric 
n tensors; moreover, P~") is an orthogonal projection. 
Put J = 2::=oJ" and P s = 2:~=o p~n). Then Psis the orthog-
0nal projection of L onto J. J is called the symmetric 
Fock space over H. The state space used to describe the 
bosons is the Fock space J over H = L2(Rd). The sub­
space In is the state space for a system of n bosons. 
Since J is the direct sum of {J"I n=O, 1,2,"'} we can 
regard an element <p= 2:';',.0 <p", <Pn E J", of J as a state that 
contains n bosons with probability II <p"11 2/ II <p112. We can 
now define an operator which creates bosons, i. e. , 
takes a pure state <p" E J n with n bosons to a state in J n+1 • 

Let V denote the subspace of algebraic symmetric ten­
sors over H. Then V is dense in J. For X EH and U E V 
n]", define C,u=.Jn + 1Ps(xQ9 u). C x extends linearly to 
V. Then Cx: V- V and vnJ" - vnJn+1. C x is a closable 
operator. 1 We denote its closure by C x also, and we de­
note its adjoint by Ax' C x and Ax are called respectively 
the creation and annihilation operators for the state x. 
Let Rx be the closure of (1/ v'2)(Ax + C). Rx is called the 
boson field operator. We will use Rx later on to express 
the potential of the interaction between a nucleon and a 
system of bosons. Rx is related to the usual field opera­
tors, ¢and1T, as follows. IfH=£2(lRd), then 

R(~/ ,,1/2+ lg l"1 /2) = 1 [¢(x, O)h(x) + 1T(X, O)g(x)] dx 
JRd 

for hand g real-valued functions in C~om(lRd). We now 
state several results concerning the operators Ax, Cx' 
and Rx which will be useful later on. 

Theorem 1.1: Rx is self-adjoint. 

Th eorem 1. 2: For any x and y in H, exp(iR) leaves 
invariant D (R) and exp(iR)R, - R, exp(iR) = 1m (x, y) 
x exp(iRx) on D(R). 

Theorem 1. 3: (Weyl relations) For any x and y in H, 
exp(iRx+) = exp(iR)exp[ - i Im(x, y)/2]. 

Theorem 1. 4: If u is in V, then exp(iR)u = exp( - II xl1 2 
/ 

4) exp(iC) exp(iA)u. 

Theorem 1. 5: The map x - exp( iR) is strongly 
continuous on H. 

Let A be the zero rank tensor 1 E <1:. A is called the 
vacuum state in J . 

Theorem 1. 6: Let K1 be a closed subspace of H. Let 
K2 = Ki. Let J (K) denote the symmetric rock space 
over K. There is a unique unitary transformation L 
from J (K

1
):g, J (K2 ) onto J (j-() such that 
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L( exp(iR~l) )A)0 (exp(iR;21)A2) = exp(iRx+)A 

for all x E Kl and y E K 2 • Here Aj is the vacuum state in 
] (K

j
) and R~JI acts in] (Kj ). L satisfies 

L(exp(iR~1))0 I)L,1 = exp(iRx) , x E Ku 

and 

L(M exp(iR;21»L,1 = exp(iR) , y E K 2. 

Theorem I. 7: The linear span of {exp(iR)AlxEH} is 
dense in]. 

These theorems may be found or easily deduced from 
results in Ref. 1. 

As we mentioned above, the boson field operator is 
used to express the potential energy. We need to define 
another operator representing kinetic energy. 

Definition I. 8: Let U be a unitary operator on H. De­
fine r(U):] - ] by qU) = lED U ED (U ED U) ED (UED U ED U) 
ED' ••• 

r(u) is clearly a unitary operator. If A is a self-ad­
joint operator on H, then, for all t E JR, exp(itA) is a 
unitary operator on H which gives rise to the unitary 
operator r(exp(itA) on] . 

Theorem I. 9: r(exp(itA») is a strongly continuous 
one-parameter group in t. 

Proof: Strong continuity on V is clear, and this im­
plies strong continuity on the whole space. 

Hence, by stone's theorem, r(exp(itA) has a unique 
infinitesimal generator dr(A), a self-adjoint operator on 
] such that r(exp(itA» = exp(itdr(A». 

Definition 1.10: N=dr(I). N is called the number 
operator. 

Theorem I. 11: For all x E H, R)N + 1),1/2 is a bounded 
operator. 

If A is the kinetic energy operator for a single boson, 
then dr(A) represents the kinetic energy of the system 
of bosons. We shall need the following results concerning 
r(U), dr(A), and Rx: 

Theorem 1.12: If xEH and U is a unitary operator on 
H, then 

r(U)Rxr(U),1 = Rux' 

Proof: See Ref. 1. 

Theorem 1.13: Let A be a self-adjoint operator onH, 
and let xED A • If </IED(dr(A) (lD(N1/ 2

), then </lED 
ED dr(A lexp(iR I and 

x 

For a proof, see Ref. 9. 

B. Operators with cutoffs 

1. The one nucleon Hamiltonian 

We are now in a position to define an operator that 
represents the boson kinetic energy. 

Definition I. 14: Let m be a positive constant. Let /J. 
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be the function on IRd defined by /J.(k) = (m2 + I k I 2)1/2 for 
all k E IRd and let!l1" be the operator of multiplication by 
/J. on JRd. Finally, let Ho = dr!ft1 ,,). Ho is called the free 
Hamiltonian. 

Ho is the operator on] which represents the boson 
kinetic energy. m is equal to the mass of a single boson. 
Ho also represents the total Hamiltonian for a system of 
bosons, since, for a system of bosons, there is no 
interaction and hence no potential energy term in the 
Hamiltonian. Let us now define the Hamiltonian for the 
system of bosons interacting with a nucleon. The Hilbert 
space for the nucleon is L2(IRd), and hence the Hilbert 
space for the nucleon and bosons is L 2(IRd) 0]. Note 
that this space can be identified in a natural way with the 
space L2(IRd;]). We make use of this identification in 
the following definition. 

Definition I. 15: Let WE L2(JRd). For all x E JRd, define 
the function Wx E L 2(IRd) by wx(k) = w(k) exp(ik 0 x) for all 
k E JRd. Let UE L 2(JRd;]) be such that u(x) ED(N+/l1/2 for 
all x E JRd. It is clear that the set of such U is dense in 
L2(JRd;]). Define V U by V (u)(x)=R u(x) for all XEJRd. 

w w Wx 

Let fn be a sequence of nonnegative Coo functions on 
IRd with compact support such that 

(1) fn(-x)=fn(x) for all xEJRd and for all n, 

(2) fn is a monotonically increasing sequence, and 

(3) fn(x) = 1 for I xl '-S nand fn(x) = 0 for I xl > n + 1. 

Let wn=(2rr)"df//J.l/\ where /J.(k)=(m2+k 2 )1/2 for all 
k E IRd and m is a positive constant. Let V = V . We 

n Wn 

call Vn the potential corresponding to the cutoff function 

fn' 

In this paper, we are studying the scalar field model. 
The principal simplifying assumption in this model is 
that the nucleon has infinite mass. This implies that the 
nucleon does not recoil, and hence the nucleon kinetic 
energy is zero. Therefore, the Hamiltonian consists of 
the sum of the boson kinetic energy Ho and the potential 
energy Vn. However, the inf of the spectrum of Ho + Vn 
is - ~(wn' JJ."1wn). It is convenient to add a constant term 
to the Hamiltonian so as to make the inf of the spectrum 
O. This is justifiable, since the potential may be altered 
by a constant without changing the physics. So we set 
Hn = Ho + Vn + Hwn, /J.,1 wn ). (Note that here we are writing 
Ho instead of 10 Ho. We shall continue this convention. ) 
Hn is the one nucleon Hamiltonian corresponding to the 
cutoff fn' It is the same as the Hamiltonian described in 
Ref. 10 except that we are considering only one nucleon 
where Schweber is considering a whole field of nucleons, 
and we are representing the nucleon with configuration 
space rather than momentum space. (We are represent­
ing the bosons, however, with momentum space, as 
Schweber does. ) 

Now if uEL2(JRd;]) and is in the domain of Hn, then 

(Hnu)(x) = Hou(x) + R(wnlxU(X) + ~(wn' W1U)u(x). 

Hence, setting H (x) = Ho + R( I + ~(w ,W1w ), we have 
" Wn x n n 

Hn=JlRdHn(x)dx. Hn(x) is an operator on] called the 
reduced H n at x. 
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2. The nucleon annihilation operator 

In analogy with the boson creation operator, we can 
define the nucleon creation operator. 

Definition I. 16: Let hE L2(lRd) and U E]. We define 
the creation operator IjJ* (h) applied to U by 1jJ* (h)u = h® u. 
Thus 1jJ*(h):] - L2(JRd)@]. 

Now let us calculate the adjoint, which we denote by 
ljJ(h). Let hI E L2(lRd) and u and v E]. Then 

(ljJ(h)h1® u,v)= (hI ® u, 1];* (h)v) 

= (h 1 ® It,hg; v) 

= (hl>h)(u,v) 

= «h1,h)u,v). 

Hence </J(h)h10U=(h,h 1 )u. What we are interested in is 
the pointwise annihilation operator. 

Definition 1. 17: Let x E JRd. The annihilation operator 
at x, ljJ(x) , is a map from L2(JRd)®] -] defined by ljJ(x)h 

@ u = h(x)u for hE e(lRd ) n L 2(lRd ) and u E] . 

Note that, formally, ljJ(x) is a special case of ljJ(h) re­
sulting from letting h equal the 6 -function at x. Also, we 
we have the relationship I];(h) = flRd h(x)</J(x) dx, so that we 
can study the annihilation operator ljJ(h) (also called the 
spatially smoothed annihilation operator) by studying 
the pointwise annihilation operator ljJ(x). 

II. THE TIME SMOOTHED NUCLEON ANNIHILATION 
OPERATOR WITHOUT CUTOFFS IN THREE 
DIMENSIONS 

A. The physical Hilbert space 

In the preceding section, we have considered an 
interaction with a cutoff; now we remove the cutoff. If 
d> 2, i. e., if we are in more than two spatial dimen­
sions, then it is necessary to move out of Fock space 
into another space, called the physical Hilbert space. 
Put w= (21T)-d/ f.l1/\ where, as before, f.l is the function 
f.l(k) = (m 2 + I k 12)1/2. Then, recalling that Hn = Ho + V w 

+ i(wn , jJ."1w n) , we would expect formally that the limit 
of the sequence {Hn} should be given by H = Ho + V w 

+i(w, jJ."1w). However, this last expression does not 
make sense for two reasons. wi L 2(1\3) (so that V w does 
not make sense) and (w, jJ." 1w) = 00. 

The first thing we do to construct the limiting 
Hamiltonian is to simplify the problem by looking at 
the reduced Hamiltonian Hn(x). For each xElRd, we can 
construct a space K, and an operator H(x) that is in 
some sense a limit of the sequence {Hn(x)}. The spaces 
K can all be identified in a natural way, i. e., there 
e~ists a canonical unitary operator Ux for each x such 
that Kx= UxK OU;1. Then we can construct the limiting 
Hamiltonian H acting on L2(lRd )® K by the formula H 
= flRd U;lH(x)Uxdx. Since the problem is analogous at 
different points x, we confine our attention to the con­
struction of the limiting Hamiltonian for Hn(O), which we 
will henceforth call Hn' We will also call the limiting 
reduced Hamiltonian H and put K =Ko. 

K is constructed by making sense of the limit of the 
cutoff ground states. Recall that the inf of the spectrum 
of Hn is O. There is an eigenvector An of multiplicity 
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one for 0, and An is called the ground state for the cut­
off f n • We can find An explicitly. Put gn = - iW/ f.l. Then 
putting A=!I1" and x=gn' we have by Theorem 1.13 that 
Hn = exp(iRg )Ho exp( - iRg ). A straightforward calcula­
tion shows t'hat HoA = 0 a~d hence that exp{iRKn)Ho 
x exp( - iRg )[ exp(iRg )A] = O. Thus if 11. = exp(iR )A, then 

n . n n Kn 

HnAn=O. IIAnll= 1 for all n, but the sequence converges 
weakly to O. Nevertheless, we shall make sense of a 
limiting ground state, a unit vector in another Hilbert 
space which is a "limit" of the sequence {AJ. 

The motivation for the method we will use for making 
sense of the limit comes from the fact that the Fock 
space is determined by the action of a certain set of 
operators on the ground state An; the linear span of 
{exp(iR)An I x E L 2(l\d)} is dense in]. (This follows from 
Theorems I. 7 and I. 3. ) 

We will construct the limit of the sequence {An} by 
regarding An as a linear functional on a certain space 
for each n. Let S be a bounded open subset of lItd and 
let A (S) = the von Neumann algebra on] generated by 
{exp(iR g lgEL2(l\d) and suppgCS}. LetA denote the 
norm closure of the union of A (S), where S ranges over 
all bounded open sets in JRd. Define the linear functional 
wn onA by wn(A)= (AAn,An). Each wn is continuous re­
lative to the norm topology on A. A calculation shows 
that {w n} converges pOintwise to a continuous linear func­
tional W onA with norm 1. Applying the Gel'fand­
Naimark-Segal (GNS) construction to the pair (A, w), 
we obtain a Hilbert space K in which A /kerw is dense. 
We call K the physical Hilbert space. We can now define 
the limiting Hamiltonian H on K. We do this by defining 
exp(itH) and then applying Stone's Theorem. Let A 
EA(s). Let g= - iw/ f.l and put r=gx s and rn=gn - r. 
Since Hn=exp(iRg )Hoexp(-iRg ), we have by the func­
tional calculus that exp(itH ) = ~XP(iRg ) exp(itHo) 
x exp(- iRg). Hence n n 

exp(itHn) = exp(iRy +y) exp(itHo) exp( - iRy +r) 
n n 

::= exp(iRy ) exp(iRr ) exp{it[dr(f.lXs) + dr(f.lXsc)]} 
n 

Xexp(-iR r )exp(-iR) 
" r 

(where SC denotes the complement of S) 

= exp(iRr ) exp(- Rr) exp[it dr(f.lX s)] 
n 

::=exp(iR ) exp[itdr(f.lX s )] exp (-iR )exp(iRr ) 
r r n 

Xexp[itdr(f.lXsc)]exp(-iRr ). 
n 

Therefore, 

exp(itHn)AAn 

= exp(iR) exp[itdr(f.lXs)] exp( - iRr) exp(iRr ) 

xexp[itdr(f.lXsc)Jexp(- iRy )AAn 
n 

= exp(iR )[itdr(f.lXsc»)exp(- iRr)A exp(iRr ) 
r n 

X exp[it dr(f.l X sc)] exp( - iRy )exp(iRY+r )A 
n n 

= exp(iRr ) exp[it dr(f.lX s») exp( - iRr)A exp(iRr ) 

x exp[it dr(X sc) 1 exp(iRr)A 

= exp(iRr ) exp[it dr(f.lX s») exp( - iRr)A exp(iRr ) exp(iRr ) 

x exp[it dr(f.lXsc)]A 
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= exp(iRr ) exp[it dr(J-LXs)] exp(- iRr)A exp(iRr )A 

= exp(iRr ) exp[itdr(J-LXs)] exp(- iRr)AAn' 

Put U(t)[A] = [exp(iRr ) exp[it dr(J-LX s)] exp( - iRr)A]. Then 
U(t) maps [A (S)] onto [A(S)] and preserves the K norm. 
It is clear that if A EA(S) nA(T), where S and Tare 
bounded open sets in lR?, then U(t)[A] defined in the 
above manner is the same whether A is regarded as an 
element ofA(s) or ofA(T). Thus we have defined U(t) 
in a consistent manner as a map from the union U of 
[A (S)] over bounded open sets onto U. Since U is dense 
in [A] relative to the operator norm, U is dense in [Al 
relative to the K norm. Since [A] is dense in K, U is 
dense in K. Thus U(t) extends to a unitary map from K 
onto K. It is easy to show that U(t) is strongly continuous 
in t. Hence U(t) is a strongly continuous unitary group, 
and by Stone's theorem, there exists a self-adjoint 
operator H on K such that U(t) = exp(itH). This H we call 
the one nucleon Hamiltonian without cutoffs. 

B. Existence of the annihilation operator without 
cutoffs 

We now proceed to construct the nucleon annihilation 
operator without cutoffs. As with the Hamiltonian, we 
shall construct the annihilation operator reduced at the 
origin, since the same procedure serves to construct 
the annihilation operator reduced at x for all x E R3 and 
the full annihilation operator can be constructed from 
the reduced ones. For x E ]Rd, let ex denote the point­
wise evaluation functional on L 2(md), i. e. , if hE L 2(]Rd) 
n C"'(md), then exh = h(x). Then recalling Definition 1.17, 
we have </!(x) = e/~9 I, where I is the identity operator on 
J. Hence the annihilation operator reduced at x is sim­
ply the identity operator on J. We see that the procedure 
used to define exp(itH) will not work here, for if A EA, 
the sequence IAAn is equal to AAn , which converges 
weakly to zero. If we consider the spatially smoothed 
annihilation operator J;(h), we run into the same problem 
that is, J;(h)AA n converges weakly to zero for A EA. 

The way we get around this difficulty is by time 
smoothing. Up to now, all the operators considered have 
been at the fixed time t=O. From quantum mechanics, 
we know that an observable V(t) evolves in time accord­
ing to the formula 

V(t) = exp(itH)V(O) exp(- itH) , 

where H is the Hamiltonian. In this case, the annihila­
tion operator corresponding to the cutoff in and reduced 
at the origin is an operator from the reduced one 
nucleon space J, where the Hamiltonian is H n , to the 
zero nucleon space J, where the Hamiltonian is Ho. 
Hence the annihilation operator at time t corresponding 
to the cutoff in and reduced at the origin is exp(itHo)I 
exp(-itHn)=exp(itHo)exp(-itHn ). We wish to time­
smooth with a function h belonging to some suitable 
space of test functions. The result is 

~n(h) = fml dt h(t) exp(itHo) exp( - itHn) , 

where we are using the strong integral. If A EA (S) for 
some bounded open set S in m 3

, then it is easy to show 
that the sequence ~n(h)AAn converges weakly to zero. 
To correct this, we multiply the operators ~n(h) by a 
suitably chosen sequence {c J of constants that tend to 
infinity. 
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Put cn=(An,A)-l=(exp(iR
K 

)A,A)-l. By Theorem 1.4, 
n 

(exp(iR
K 

)A, A) 
n 

=exp(- IIgnW/4)(exp(iCg )exp(iA,. )A,A) 
n n 

= exp(- I/gnl/2/4)(exp(- Cgn)A, A) 

=exp(- IIgnl/2/4)(A,A) 

=exp(- I/gnW/4). 

Hence, cn=exp(lIgnIl 2/4). Put 

</!n(h) = cn~n(h) = cn fdt h(t) exp(itHo) exp( - itHn). 

We will determine what sort of test function space h 
should lie in, and then we will construct a "limit" of the 
sequence </!n(h). Let us first find conditions on h which 
will insure that </!n(h)An is a sequence bounded in norm: 

</!n(h)An = cn f dt h(t) exp(itHo) exp(itHn)An 

= cn f dt h(t) exp(itHo)An 

= c/2-rrh(Ho) exp(iR,. )A 
n 

= 2rrh(Ho) exp(iC )A, gn 

where 

h(t) = (1/ v2;) fh(s) exp(its) ds, gn = [ - i/(2rr)d]i/ J-L3 / \ 

and in is as defined above in Sec. I. B.1. [We will also 
use the notation 

h(t) = (1/ v2n-) f h(s) exp(- its) ds 

and 

hI * h2(t) = (1/ Y21T) f hI (t - s )h2(s) ds. ] 

Suppose that the restriction of k to the positive half-line 
is the Laplace transform of a function y: 

h(t) = r y(s) exp(- st) ds =L y(t) (t> 0). 
o 

Then h(Ho) = 1'" y(s) exp(- sHo) ds and, since Ho is a 
positive oper~tor, 

IIh(Ho)exp(iCg )AII~'" r /y(s)!llexp(-sHo)exp(iCg )AII~ds. nOn 
Now 

exp( - sHo) exp(iC.f)A = exp(iC eXP(-s"Kn))A 

=exp[lIexp(-sIlK )112/4] 
n 

so that 

After some further estimates, we find that 

lim II exp(-sHo)exp(iC )nll~-1/s1/2 as s- 0 for d= 3, 
n~OO gn 

lim /I exp( - sHo) exp(iC g )nll~ - exp(h3 -d) as s _ 0 for d> 3, 
n- oo n 

and limn_.,ll exp(- sHo) exp(iC,.o)nll~ remains bounded as 
s - 00 for d"" 3, where Kl (s) - K 2 (s) as s - a means that 
lims~a [K1 (s)/ K 2 (s)] = 1. In order that the integral 

(1 ) 

~~~1~sg: ~O:~:~l~ ~~~s f,~! '< i~ .s~~i~e:u~~:::~t!~~ [~y(s )' / 
E 5 (R1

),. the space of rapidly decreasing functions on RI. 
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Then (a) y(s)/ s remains bounded as s - 0 and (b) S2y(S) 
remains bounded as s - 00. (a) and (b) follow from the 
fact that 

lim sL j(s) = limj(t) and lim sL j(s) = limj(t) 
s~oo t .. o s .. o t .. oo 

provided that f and f' are Laplace transformable and 
limt ... j(t) exists. 11 Since y(s)/s remains bounded as s 
- 0 and S2y(S) remains bounded as s - 00, Jl [I y(s) 1/ 
SI/2]ds < 00 and f

1
" I y(s)1 ds < 00. Thus, in the case d=3, 

it suffices to have liES(R1
) or, equivalently, hES(R1

). 

In the case d> 3, the condition Ii E S(R1
) does not in­

sure that I/~n(h)Anl/~ is a bounded sequence. If, for exam­
ple, h(t) = fo" exp(- s·P) exp(- s t) ds, where 0 < p < d - 3, 
then Ii E 5, and it can be shown that 

lim sup 1/ ~n(h)Anll~ = 00. 
n·" 

If Ii E 5 (Rl) and has compact support, then (1) con­
verg~s. Hence we would use as test function space the 
set D of all functions in S(R1

) whose Fourier transforms 
have compact support. However, D contains no non­
trivial functions with compact support. The physical 
significance of this is that using D as test function space 
would not permit one to make measurements localized 
in time. Since this is an undesirable restriction, we 
need a larger space of test functions. 

The problem of choosing a suitable test function space 
for a field theory is discussed in a paper by Jaffe. 12 

The test function space should be the set of infinitely 
differentiable functions Ii whose Fourier transform h 
satisfies 

I/hl/n,m,A= supG(AlpI2)(1+ IpI2)nIDmli(p)1 <00 
PER 

for all integers n, m, and A, where nmh denotes the mth 
derivative of h and G is an entire function satisfying 

f OOln[G(f)] dt< 00 

1+ f . 
a 

(2) 

The condition (2) insures that the test function 
space contains nontrivial functions of compact support. 
Note that if we take G;: 1, we obtain the space 5. As we 
have seen, this space is not restrictive enough to insure 
that the sequence 1/ ~n(h)Anl/~ remain bounded. Let f) be 
the test function space corresponding to 

_ {COSZ
1

/
4 + coshz1

/
4

, 

- 2, z=o. 

As t - ± 00, G(f) - exp( m ), so that fa" {In[ G(t2)]/ 
(1 + t2)}dt < 00. If hEY, then h(t) exp(-rTTD remains 
bounded as t - ± 00. Hence there exists a constant M such 
that I h(t) I '" M exp( - viti ) for all t. Then 

I/h(Ha) exp(iCg )AI/~ '" 1/ Mexp(- ffo) exp(iCg )AII~ 
n n 

= Afl exp(llJgnl/~/4), where J(t) = exp( - vTIT>. 
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Hence, 

lim suPII~n(h)Anl/~ '" 21TAfl exp(IIJgII~/2) 
n·" 

since I/JgII~ < 00. 

We will construct the time smoothed annihilation 
operator without cutoffs for the cases d= 3 and d> 3, 
using the test function spaces 5 and f), respectively. 

Let S be a bounded open set in R:1, and let F be a func­
tion inL2(Rd) with support inS. Letg=_i/(21T)d/J.3/2, Y 

= g"x 5' Y n = gn - r, and A = exp(iRF). We will show that 
the sequence ~n(h)AAn converges in]. By the definition 
of ~n(h) and the fact that 

exp(- itHn) = exp(iRg ) exp(- itHa) exp(- iR ), 
n gn 

we have 

x exp( - iRg )A exp(iRg )A. 
n n 

By Theorem I. 12 and the functional calculus, exp(itHo) 
Xexp(iRgn) exp(- itHa) =exp(iR.xp(ltj.l )K

n
)' Using this fact, 

the fact that A EA (S), and Theorem I. 3, we have 

~n(h)AAn= c n J dt h(t) exp(iRellP(Itj.l)K) exp( - iR(T+T)A 

x exp(iR(T+Tn»A 

=cnJ dth(t)exp(iRexp<ltj.lJK )exp(-iRT)exp(-iRT)A 
n n 

x exp(iRT ) exp(iRT)A 
n 

= cn J dt h(t) exp(iRexpwj.lJg
n

) exp(- iRT)A exp(iRr)A. 

By Theorem I. 3, 

exp(- iRr) exp(RF) exp(Rr ) = exp(iIm(F, r) exp(iRF) 

and 

Hence, 

~n(h)AAn=cnJ dth(t)exp[iIm(F,r)] 

x exp[t Im(exp(it/J.) K ,F)] exp{iR[exp(it/J.)g + F]}A. 
n n 

By Theorem I. 4, 

exp(iR.xp ( it j.lUn+F)A 

=exp[ - 1/ exp(it/J.)g + FII2/4]exp(iCexPWj.I)g +F) 
n n 

X exp(iAexp(jt j.I)gn+F)A 

=exp(- IIgnW/4)exp(- I/FI/2/4) 

xexp[-tRe(exp(it/J.)g ,F)exp(iCiexPWj.lJg +F)A. 
n n 

Therefore, using the fact that C n= exp("gn" 2/4), we have 

<]In(h)AAn = J dth(t)exp(- II FW/4)exp[iIm(F,r)] 

xexp[-HF, exp(itJ1.)g )]exp(iC.xPWj.lJg +F)A. 
n n 

By property (3) of the sequence {f,,} and the boundedness 
of S, there exists an integer N such that, for n?> N, gn 
= - [i/(21T)d]/ /J.3/2=g on S so that (F, exp(it/J.)g ) 
= (F, exp(it/J.) . From now on, we will only c~nsider n 
?> N. Put 

gn 
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Then 

i/J (h)AA = J dt1](t) exp(iC exp CIt,,) +F )A. (3) 
n n ~n 

To make sense of the limit of the sequence {l/Jn{h)}, 
first we note that the Fock space h can be identified in 
a natural way with the space a: EB~;=1 EBL2«nv)i).13 This 
space, in turn, can be identified with the space L 2(X), 
where X is the set {a} U U;=l(lRdY. The measure on X is 
defined as the disjoint union of the measures on {a} and 
(lRd)i, j = 1,2, .0 " where the measure on {a} is the 
counting measure and the measure on (lRd)i is Lebesgue 
measure. The spaces a: EB~;=1 EBL2«Rd)J) and L 2(X) are 
identified as follows: If AEB2:;=1 CPi E a: EB~;=1 EBL 2«lRd)i), 
then we identify it with the element .p in L 2(X) defined 
by .p(a)= A, .p(ku ... ,k,)= CP/k l , •.. ,k,) for all j 
= 1,2, 0 •• and for all (ku •.. ,kJ) E (Rd)i. Similarly, 
we can identify J with the symmetric elements of L 2 (X), 
that is, those elements .p of L 2(X) with the property 
that 

.p(ku ... ,kh' ... ,k'2' ... ,kj) 

=1>(kl , .•• ,kj2' ... ,k
jl

, ••• ,kj) 

for all j, j = 1,2, " . , for all jl> j2 such that 1.; jl < j2 
.; j, and for all (ku ... ,k) E (Rd)j. Under this identifica­
tion, the element exp(iCexp(it" lK)A inJ' is identified 
with the function .p ~ in L 2 (X) given by .p ~(a) = 1 , 

1>~(ku' .. ,k)=[exp(it/l)gn+F](j)(ku' .. ,kjli' 

Define a function .pt on X by .pt(a) = 1. .pt(ku ... ,k) 
= n~li(exp(il/l)g + F)(k p). The sequence 1>~ coverges 
pointwise on X to .pI for each t, but does not converge in 
the L 2 sense because 1> t ri. L 2(X). (This follows from the 
fact that (exp(it/l)g+F) ri L2(Rd). Now put >Irn(h) 

= fIR' dt 1)(t).p ~ and >Ir(h) = J lR.dt 1)(t).p I. Then for each n, 
>Ir nth) is the element of L 2(X) corresponding to >Ir n(h)AAn. 
We wish to show that >Ir(h) E L 2(X) and that >Ir nth) - >Ir(h) 
in the L 2 sense. To do this, it suffices by the dom inated 
convergence theorem to show that >Ir nth) is dominated in 
L2 norm by a function in L 2(X). It is clear that I >Irn(h) I 
is an increasing sequence, so that II >Ir(h)1I 2 
= limn_,,11 >Ir n (h)11 2 by the monotone convergence theorem 
and II >Ir n(h)11 2 '; 111Jr(h)11 2 for all n (where we are allowing the 
possibility that 11>Ir(h)AI1 2=00). If we can show that the 
sequence {II >Ir n(h)11 2} is bounded, it will follow that 11>Ir (h)11 2 

< 00 and that lJr(h) dominates {>Ir nth)} in L2 norm. Also, 
the bound on the sequence {IIWn(h)11 2} will be a bound on 
II >Ir(h)11 2 • 

Since IIIJr n(h)1I 2 = II i/!n(h)AAn", we have reduced the 
problem to showing that {II i/!n(h)AAnll} is bounded. Actual­
ly, we will prove an even stronger result. 

Definition II. 1: For /I E K, let II ull" denote its norm in 
K. If S is a bounded open set in Rd, let [A] denote the 
element in A (S) determined by A, i. e. , 

[A]={BEA(S)llim«A-B)* (A-B}A ,A). 
n- OO n n 

Definition II. 2: N s denotes the closure of the unbounded 
operator N"s defined on the closure of [A (5)] in k as 
follows. The domain of N~ is {[A]IAEA(S) and dr(Xs)A 
is a bounded operator on Fock space}. N~ is defined on 
this domain by the formula 
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Ns[A] = [dr(Xs)A], 

Theorem ll. 3: Let S be a bounded open set in lR3
• 

Then there exist constants Mu M 2 , and L such that 

lI</Jn(h)AAnll';Ml(Lllhlll + IIh'1I1l11[A]II K 

+ M2 11hll l ll(N s + I)1/2[A]IIK 

for all hEs and [A]ED(N +1)1/ 2. 
S 

From this theorem and our previous remarks, we 
have the following corollary: 

Corollary II. 4: For every bounded open set S in R 3
, 

</J(h) is definable on all [A]ED(N +1)1/2 as a strong limit 
in J of the sequence {</In(h)AAn}. '1.ioreover, for such S, 
there exist constants Ml(S), M 2(S), and L(S) such that 

1I</J(h)lI.; M l (S)(L(S)lIhll l + Ilh'111)II[A]II, 

+ M 2(S)lIhll l ll(N s + 1)1 12[A]1I II 

for all [A]ED(NS+1)1/2 and hEs . 

Remark II. 5: A straightforward calculation shows 
that for each FE L 2(lR3

) with support in 5, a bounded 
open set in lR3, [exp(iRF )] EO(NS+J} 1/2. Since 8= u [A(S)] 
is dense in K, Corollary ll. 4 implies that </J(h) is densely 
defined on K. 

Remark ll. 6: Corollary 11.4 asserts that for fixed 
hE 5, i/!(h) IA (s) is bounded with respect to (N s + J)l 1 2 

and that for fixed AEO(N +1)1/2</J(h)A is a continuous 
function of h relative to tfie norm (1lhll l + Ilh'llll. 

Proof of Theorem 11.3: Put En= II </In(h)AAnll 2 
• Then 

En= c~( J dt h(t) exp(itHo) exp(- itHn)AAn' 

J ds h(s) exp(isHo) exp(- isHn)AAn). 

By Fubini's theorem, 

En=c~J J dtdsh(t)h(s) 

(exp(itHo) exp( - itHn)AAn, exp(isHo) exp( - isHn)AA). 

By Theorem I. 6, we may regard J as J 1 0 J 2, where 
J 1 is the Fock space over L 2(S) and J 2 is the Fock space 
over L2(sc). Let Al and A2 denote the vacuum states for 
J 1 and J 2' Let 

H~=dr(Wx.s), H;=dr(/lXsc), 

H~ = exp(iRr)H~ exp( - iRr ), and H~ = exp( - RT )H~ exp( - iRr ). 
n n 

Then 

exp(itHo) exp(- itHn)AAn 

= exp[it(H~ + H~)] exp[ - it(H~ + ~)]A exp(iRr ) exp(iRr)A 

= exp(itH~) exp( - itH~)A exp(iR) exp(itH;) 

x exp( - it~) exp(iRr )A 
n 

= [exp(itH~) exp( - itH~)A exp(iRr )][ exp(it~) exp(iRr )]A. 
n 

Letting B = exp( - iRr)A exp(iRr ), we have 

(exp(itHo) exp(- itHn)AAn, exp(isHo) exp(- isHn)AA) 

= (exp(itH~) exp( - itH~)A exp ( - iRr) AI' 

exp(isH~) exp( - isH~)A exp( - iRr) AI) 

x (exp(itH~) exp(iRrn )A2,exp(isH;) exp(iRr )A2 ) 
n 
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= (exp(itH~) exp(iRr ) exp( - itH~)BA1' 

exp(isH~) exp(iRr ) exp(- isH~)BA1) 

x (exp(itH~) exp(iRr )A2, exp(isH~) exp(iR )A2). 
n ~ 

Let a(t, s) = (exp(itH~) exp(iRr ) exp(- itH~)BA1' exp(isH~) 
x exp(iRr)exp(-isH~)BA1). Then 

En=c~J J dtdsh(t)h(s)a(t,s) 

x (exp(it~) exp(iRr )A2, exp(is~) exp(iR )A2). 
n ~ 

By Theorem 1. 4, 

E n=exp(lIrW/2) J J dtds h(t)h(s)a(t,s) 

x (exp(it~) exp(iCr )A2, exp(isH~) exp(iCr )A2). 
n n 

Now putting 112 = I1X sc and using Theorems 1. 3 and 1. 12, 
we have 

(exp(it~) exp(iC )A2, exp(isH~) exp(iCr )A2) 
r n n 

=(exp[iCe.p(jtlL~r ]A2' exp[iCexP (i slL2)r ]A2) 
n n 

=E,p~ ([exp(itI12)rn](P) , [exp(iSI12)rn J'P» 

~ 1 
= 6.,.. (exp(it 112 )rn , exp(is 112 )rn )P 

p=o p. 

= ~ ~ (fdk exp(itI12 ) exp(- is 112) 1 rn(k) 12\ P p-ap. ) 

= 6 - 0 00 IT dk 1 r (k W 00lf fP 
p=o p! ",=1 '" n '" 

Hence we have 

En= exp(l1r1l2/2 ffdtds h(t)h(s) p~ ;! 
x fooof A dk",lrn(k",W 

x exp[itI12(k",)] exp[-isI12(k",)]a(t,s). 

Then by Fubini's Theorem, 

We are trying to obtain an estimate of En that de­
pends on II[A]II" IIN~/2[A] II

A
, Ilhlll> and Ilh'lll> but not 

on n. To do this, we shall need the following lemma. 

Lemma II. 7: If e is a function on 1R~ (the nonnegative 
half-line) with the property that I e(t)1 ~ minM(1/t2

, 1/ e) 
for all t?- 0, then I e(t)1 ~ M(fol s exp(- st)ds + 2 exp(- t» 
for all t?- o. 

Proof: Let t be greater than O. Consider Io~ s exp(- st) 
ds. Integrating by parts, with u = sand dv = exp( - st) ds, 
we obtain l/f = ~ s exp(- st) ds = Il s exp(- st) ds + 

o 0 
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I1
00 

s exp( - st) ds. Integrating C s exp( - sr) ds by parts 
with u = s and dv = P.xp( - st), we obtain 

r s exp(- st) ds = - (1/ t)s exp(- st) 1 ~ + (l/t) I ~ exp(- st)ds 
1 1 

= (1/ t) exp( - t) + (1/ t2) exp( - t). 

Hence, l/f =IOl s exp(-st)ds + (1/t) exp(- t) + (l/f) 
x exp( - t). If t?- 1, the above expression is less than 
or equal to I l dssexp(-st)+2exp(-t). If O~ t< 1, then 
1/ e < 2/ e ~ 2°exp(_ t) ~ fl ds s exp(- st) + 2 exp(- f). Now 
since I e(t)1 ~ minM(l/~, l/e) for all t?- 0, I e(t)1 
~ M(fl s exp(- st)ds + 2 exp(- t» for all t?- O. • 

o 

Now put e(T) = I I dfds h(t)h(s) exp(itT) exp(- isT)a(t, s). 
In order to apply the lemma, we will show that I eu) I 
~ II[A]I!: Ilhlli and I 8(T)1 ~ (1/T2)(llh'll l ll [Alii, + IICII Ilhlll 
xllhlllll(Ns +I)1/2[A]IIA )2. To prove the first estimate, we 
note that I e(T)1 ~ffdtdslh(t)1 Ih(s)1 la(t,s)1 and, by 
the definition of a and the Schwarz inequality, 

1 a(t, s) 1 '" II exp(itH~) exp(iRr) exp( - itH~)BA111 

x II exp(isH~) exp(iRr) exp( - isH~)BA111 

= IIB1\.1112 = II exp(- iRr)A exp(iRr )A111
2 

= IIAexp(iRr )A1W 

= II [A)II2. 

le(T)1 ~ IIdtdslh(t)llh(s)III[A]II; 

= II[A]II;, Ilhlli. 

To obtain the second estimate, we integrate by parts 
in sand t, obtaining 

e(T) = (1/~) II dt ds[h'(t)h'(s)a(t, s) 

Then 

+ h'(t)h(s )as(t, s) + h(t)h'(s )at(t, s) 

+ h(t)h(s )at ,s(t, s)]. 

1 e(T) 1 ~ (1/T2)[jjdtdslh'(t)llh'(s)lla(t,s)1 

+ Jjdtdslh'(t)llh(s)llas(t,s)1 

+ II dtdslh(t)llh'(s)lla/t,s)1 

+ Jjdtdslh(t)llh(s)llat)t,s)I]· 

Since a(t,s) is symmetric in t and s, 

Jf dtdslh'(t)1 ih(s)llas(t,s)1 

=Jjdtdsllz(t)llh'(s)llat(t,s)l, 

and the previous equation reduces to 

le(T)1 ~[jjdtdslh'(t)llh'(s)lla(t,s)1 

+2JI dfdslh'(t)llh(s)llas(t,s)i 

+ Jjdldslh(t)llh(s)llat,s(t,s)I]· 

Since a(t,s)1 < II [A]IIX , the first of these three double 
integrals is less than or equal to II[A]II~ Ilh'lli. 

To estimate the second integral, we first note that 

a 
as(t, s) = as (exp(itH~) exp(iRr ) exp( - itH~)BA1' 

exp(isH~) exp(iRr ) exp( - isH~)BA1) 

= (exp(itH~) exp(iRr ) exp(- itH~)BAl> 
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a: [exp(isH~) exp(iRr } exp( - isH~)BAl] ), 

a: [exp(isH~) exp(iRr ) exp( - isH~)BAl] 

= iH~ exp(isH~) exp(iRr ) exp( - isH~)BAl 

- i exp(isH~) exp(iRr)H~ exp( - isH~)BAl 

= i exp(isH~)[H~, exp(iRr)] exp(- isH~)BAl. 

Put J.J. l = J.J.Xs • Then by Theorem I. 13 

:s [exp(isH~) exp(iRr) exp( - isH~)BAl] 

= i exp(isH~)(i(fJ.lr, r) + Ril") exp(- isH~)BAl 

= i exp(isH~)(i(fJ.lr, r) + Ril") exp(- isHD 

x exp( - iRr)A exp(iRr)A1 • 

By Theorem I. 12 and the functional calculus, this last 
expression is equal to 

i exp(isH~)(i(fJ.lr, r) + Ri"lr) exp( - iRexP-iSI"lr») 

x exp( - isH~)A exp(iRr)Al . 

Put C=Ji(J.J.lr,r)+ Ri"lr]exp(-iRexp-iS"lT») (N s + I)-1/2, 
where Ns =dr(Xs). By Theorem I. 2, 

Ri"l exp( - iRexp(-ls"lr) 

= exp( - iRexp(-isI"lr) )Ri"lr 

+ Im(exp( - is J.J.1)r, J.J.1r) exp( - iRexP(-iS"lrl) 

on DR. Hence by Theorem I. 11, C is a bounded 
operatbt for each s and the bound is independent of s. 
Then we have 

a 
as [exp(isH~) exp(iR) exp(- isH~)BAl] 

= i exp(isH~)C(N s + 1)1/2 exp(- isH~)A exp(iRr )A1 

= i exp(isH~)C exp(- isH~)(Ns + 1)1/2A exp(iRT)A1 • 

Therefore, 

II :s [exp(isH~) exp(iRr ) exp(- isH~)BAl]11 

= Iii exp(isH~)C (exp(- isH~) [(N s + J)l/2A] exp(iRr)A111 

,,; IIClIII(Ns +I)1/2A)exp(iRr )A111 

= IICII II(Ns +I)1/2[A]II. 

From this it follows that 

I us(t, s) I ~ II exp(itH~) exp(iRr ) exp(- itH~)BAlll 

x II :s [exp(isH~) exp(iRr) exp(- isH~)BA1]1! 

""II[A]II/( IICIIII(Ns +I)1/2[A]IIK • 

Thus, the second integral is less than or equal to 

2IIdtdslh'(t)llh(s)III[A]III<IICIIII(Ns +I)1/2[A]111< 

=211CII IIhIl 1Ilh'1I11l[A]II/(II(Ns +I)1/2[A]IIj(. 

To estimate the third integral, we observe that 
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:s [exp(isH~) exp(iRT ) exp( - iSH~)BAl]) I 

,,; II :t [exp(itH~) exp(iRr ) exp( - itH~)BAl]1I 

x II a: [exp(isH~) exp(iRr ) exp(- iSH~)BAl]11 

,,; IICII211(Ns + I)1/2[A]II~ , 

implying that the third integral is less than or equal to 
IICWllhll~II(Ns+I)1/2[A]II~ . Using the estimates on these 
integrals, we have 

I e(T)I,,; (1/T2)(lIh'II~II[A]II~ + 2I1 CllllhI11Ilh'1I11l[A]IIj( 

x II(Ns + I)1/2[A]IIj( + IICWllhll~II(Ns+I)1/2[A]II~) 

=(1/~)(lIh'lIlll[A]IIj( + IIClI IIhIl111(Ns +I)l/211[A]I!/( )2. 

Put M=(l!h'1I11l[A]II" + IICI! I!hI!11l(Ns +I)1/2AII)2 
+ ell[A]"~ IIhl!~. Then by our two estimates on e, we have 
I 8(T)1 ,,; minM(1/~, 1/el. Therefore, by Lemma II. 7, 
I 8(T)1 ,,; M( II s exp(- sT)ds + 2 exp(- T) for all T?- 0, 

o 
and, recalling the definition of 8, we get 

111 dtdsh(t)h(s}exp(itT)exp(-isT)u(t,s)1 

=M(t s exp(- sT)ds + 2 exp(- T». 
o 

Putting T= I/'a=l fJ.2(k",) in this last inequality, we have 

11 dtdsh(t)h(s)exp vt!d J.J.2(k,») 

xexp (-is E J.J.2(k))U(t,s)1 

,,; M U: s exp (- s E fJ.2(ka») ds + 2 exp (-E J.J.2(ka»)] 
Using this result in Eq. (1), we get 

By Fubini's theorem, this is equal to 

Mexp(l!rW/2) (~l ds sRo p~ f ... fA dkal rn(kaW 

001f fP Xexp[ - s fJ.2(ka)] + 2 RaPT ... ~1 dk a 

x Irn(kaWexp[- J.J.2(ka )Y 

= Mexp(IIrW/2) (i1 
ds{s exp[1! I rnI 2exp(- SJ.J.2)111]} 

+2exp[1! IrnI2exp(- /12)1!1] 

,,;Mexp(l!rW/2) l1 ds [sexP(II IgI2 exp(-s/1)1I1l] 

+2exp(1! Ig I2 exP (-/1)1!1)) . 

Put K=exp(llr/2)( fI ds [exp(11 IgI2exp(- s J.J.)II 1)] 
+ 2 exp(IJ I gl2 exp( - !.t)II). We claim that K < 00. Since 
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IIlgl <exp(- J..I.)ll l is clearly finite, it suffices to show 
that Jolds[sexp(1I Ig12) exp(-sJ..l.ll l )] < 00. Now 

II IgI2 exP(-sJ..l.)IIl=4!6 f
IR

3 J..I.3~k)exp(-SJ..l.)dk 

By the spherical symmetry of the integrand, we have 

1 foo 2 
II IgI2 exp(-sJ..l.)II l =" (2/ 2)3/2 

'IT 0 P m 

Put 
x exp[s(p2 m2)1/2]dp. 

J3(s)='IT~ Ll (P2::2)3/2 exp[_S(p2+m2)1/2]dp 

Then 
1 

10 ds [s exp(II Ig 12 exp(- s /l)II 1)] 

= r s exp[J3(s) + Y(s)]ds 
o 

= I 1 (s exp[ )I(s)]) exp(J3(s)) ds. 
o 

It is clear that J3(s) and hence exp(p(s)) are bounded 
functions on [0,1]. Hence to show convergence of the 
integral, it suffices to show that II s exp( )I(s)) ds < 00. 

But 0 

1 foo p2 
)I(S)';;7 1 (p2)3/2 exp(-sp)dp 

1 fool =" - exp(-sp)dp 
'IT 1 P 

=..lfOO exp(-u) du 
'lT

5 
U 

s 

11 (1 ~ 1,,5 
= 0 S ~ exp(l/ e)) ds 

511 1 ,;;(exp(l/e))l/. so-ds 
o s 

= (exp(l/ e))l 1.
5 < 00. 

Thus II ds[s exp(II 1 gl2 exp(- s J..I.)11 1)] < 00 and hence K 
o 

< 00. So we have 

En';;MK=K[(llh'lllII[A]II" + IICII IIhlll 

x II(Ns + J)1/2[A ]II/( )2 + e II[A ]II~ IIhlin 
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,;;K[llh'lIlll[A]II/( +IICllllhll l 

X II(Ns +J)1/2[A]II/( +ell[A]IIK IIhll l ]2. 

Recalling the definition of En' we have 

"zPn(h)AAn",;; K l / 2[IIh'II l lI[A]II/( + IICII IIhlll 

XII(Ns + J)1/2[A]II + ell[A]II/( IIhll1] 

= Ml(L IIh III + IIh'IIl)II[A]IIK 

+ M211hll111(Ns + J)1/2[A]II/(, 

where M1 = Kl 12
, 111.2 = Kl 1211 CII, and L = e/ MI' This 

completes the proof of Theorem 11.3. 

For the case d> 3, we cannot prove a detailed esti­
mate like the one in Theorem 11.3; in fact, we cannot 
even construct zP(h) for hE S in general. We will con= 
struct zP(h) for hE g. To do this, we will show that the 
sequence II <]In(h)AAnll ~ is a bounded sequence when A 
= exp(iRF ) and F is a continuous function with compact 
support on Rd. (Note that the set of all finite linear com­
binations of operators [exp(iRF )], where F is continuous 
and has compact support is dense in 1<..; hence when we 
have shown that II zPn(h)AA n II ~ is bounded for such A, we 
will have shown zP(h) can be defined on a dense set. ) 
By the remarks preceding Definition 11.1, we see that 
it suffices to show that 11'I>"(h)11 2 <00 where, as before, 
'I>" (h) = IR1 dt7](t)cpt and 7](t)= exp(- II F112/ 4)h(t) exp[ - HF, 
exp(itJ..l.)g)]. First we need some lemmas. In the follow­
ing we write Zh for Ii and Z-lh=ll. 

Lemma 11.8: 

IIZ-l(h exp{t exp[ - it/l(k)jAg(k)})(s) exp(YlSllloo,s 

,;; expU 1 Ag(k) 1 exp[ vi J..I.(k)]}IIZ-lh(s) exp(YlSI 1100,S' 

where kERd, A is a constant, and IIj(s)lloo,s denotes 
sup_oo< s< 00 lj(s)1 . 

Proof: 

Z-l(11 exp {t exp[ - ifJ..l.(k)jAg(k)}) 

= Z-l(h) * Z-l(expH exp[ - it J..I.(k) jAg(k)}). 

Note that if Ox denotes the Dirac delta distribution 
centered at x, then 

z(~ [Mg(~~)iOj"(k») (t) 
J =0 J. 

= t [Mg(k)]j exp(- ilj/l)(k) 
j=O j! 

= exp{tAg(k) exp[ - iLJ..I.(k)]} 

in the sense of distributions. Therefore, 

and 

Z-l(h) * Z-l(exp{t exp[ - it J..I.(k )jAg(k) })(s) 

= t [Mg(k))iZ-~~(-.iJ..l.(k)+S) . 
j=O J. 
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From this it follows that 

IIZ-1(h)* Z-I(exp{t exp[ - if/-L(k)]Ag(k)})(s) exp(YiSi )oo,s 

00 I1-A (k)lj ,,; 6 21[, IIh[-j/-L(k)+s]exp(vTSl)lIoo,s 
1=0 J . 

,,; j~ 1 tA;!(k) 1 j IIh(s) exp(v'1 s + j /-L(k)1 ) 1100,s 

~ 11-Ag(k ) 1 j vfiUJk) fu 
,,; j~ 2 j! exp( j/-L(k))llh(s)exp( Isl)IIoo,s 

,,; B 1 tAg(k) ~~p( v';:Z(k)) 1 j Ilh(s) exp( YiSi )1100 s 
j=O J . ' 

= exp{t !Ag(k)! exp[ v'/-L(k)]}IIh(s) exp(vTSi )IIoo,s' 

Lemma 11.9: Let k j E Rf and D j E a: for j = 1, ... ,n. 
Let 

M= max t!g(kj)Djexp[v'/-L(kj )]!. 
;;:1,ooo,n 

Then 

Z-1 [It expG j~ exp[ - it/-L(~j )g(kj)Dj ]) }s) exp(vTSi )1100,s 

~ eMllh(s) exp( ~)IIoo,s. 

Proof: We will use induction on n. For n = 1, the 
result is true by Lemma n. 8. If the result is true for 
n -1, then 

Z-1 rh exp (.!. t exp[ - it/-L(kj)}g(k j )D j )] (s) exp(vTSi ) II 
L 2 j=1 n 

= IIZ_l{ [hexp(.!. n-1 ~exp[-if/-L(kj)}g(k/)Dj)] 
2 n 1=1 n - 1 

x exp (~ ~ exp[it /-L(kn) }g(kn)Dn)} (s) exp(v'IST) 1/ 

OO,s 

,,; exp(M/n) II Z-1 {h exp[~ ~ exp[ - ~~~j)}g(kj) 

x (Dj n: 1)]} (s) exp(VlSI ) II (by Lemma II. 8) 
OO,s 

,,; exp(M/n) exp[(n -l)M/n ]II;;(s) exp(..JTsDlloo s , 

(by the induction hypothesis) 

= eMllh(s) exp(VlSI )lloo,s' 

Lemma II. 10: Let F be a continuous function with 
compact support on Rd. Suppose the support is contained 
in the set B = {x E Rd 1 1 x j I ,,; L, j = 1, ... , d (where x j 
denotes the jth coordinate of x)}. Let M=tLd 
x SUPkERd Ig(k)F(k)exp[ v'/.L(k)]I. Then 

IIZ-1{h exp[t(F, exp(if/-L)g)]}(s) exp( vTSi )lloo,s 

,,;exp(M)lIh(s)exp(!s!I/2)lIoo,s' 

Proof: For each positive integer n, let P n be the 
partition of B into nd boxes of equal size. Choose one 
point from each box in P n and call the set so obtained 
Qn' Then by the continuity of F, 

~~r;; t(Ld/nd) k.fo exp[ - if/-L(kj)}g(kj)F(k j ) 
1 n 

=(F,exp(it/-L)g) for each t. 

453 J. Math. Phys., Vol. 17, No.4, April 1976 

Hence, 

=h(t)exp[HF, exp(it/-L)g)] for all f. 

Put 

and 

1(t)=h(t)exp[HF, exp(it/-L)g)]. 

Then!/n(t)!,,; !h(t)!eM and !/(t)! ~ !1t(t)!eM. 

Since hELl(Rd),/n --:1 dQminatedly, and so In -/ 
i,!l L 1(Rd ). Theref~re, In -I uniformly, and 
! n (s) exp( YiSi ) -/ (s) exp( vTSi ) pointwise. But, by 
Lemma II. 9, 

II; n(s) exp( YiSi )IIoo,s"; eMllh(s) exp(YiSi )lloo,s 

and so 

II/(s) exp(YiSi )1100,s ~ eMllh(s) exp( vTSi )lloo,s' 

Theorem n.ll: Ilif(It)11 2< 00. 

Proof: 

if(h)=B iP v'(P~1)!fdt'T/(t){eXP(it/-L)+F)(P), 
P=O p. 

- B (p + 1)! f 0 '0 f ~ dk j 
-P=o (p!)2 j=1 

x I fat 'T/(t )(exp(it /-L)g + F) (p) 12 

Xg(k.) n F(k.) n dk. 
1

2 p 

1 jETp-T 1 1=1 1 

(where Tp = {1, 2, ... ,p}) 

,,; 21T 6 2'· 0 0 n dk. 00 2P
( p + 1)' f f p 

p=o ( p! ) 1=1 1 
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Recall that 1)(t) = exp(-II F1I2/ 4)h(t) exp[ - t(F, exp(itJ.L)g)] Now 
where h EO g. If M is chosen as in Lemma 3 and M' 
= II h(s) exp( VTSi )11"" ,5' then, putting Mil = 21T exp( _ 1l.Flt 2/ I ~~~ (GAn, </i~ (h)v) I ,,; ~~~ supliGAnl1 II~ (h)vll 

4)e
MM', we have ";lim supllGAnlllim supllr~(h)vll. 

n..,otl n"' oo 

Using this last inequality and the fact that for a j "" 0, 
i=l, ... ,n, 

we have 

11'lt(h)ll~ 

";M"t
2P(P+!)l fooo! ITdk. 

p=o (p!) J=l J 

C. Closability of the annihilation operator 

We have defined </i(h) on a dense subset of 1<.. Although 
</inCh) is a bounded operator for all n, we cannot expect 
</i(h) to be bounded, for the sequence {Cn} tends to in­
finity. However, we can show that ljJ(hl is closable. 
This is tantamount to showing that the adjoint, </i*(h): 
J - k, is densely defined. 

Theorem II. 12: </i*(h) is densely defined. 

Proof: Let v =AA = exp(iRF)A EJ, where F has 
bounded support and is an element of L 2(1R3

). v ED ,,* Ch) iff 
(</i(h)[G],v) is a continuous function of [G] on [A]. Note 
that 

(</i(hl[ G1, v) = (lim </in(lzlGAn, v) 
n~"" 

= lim(</in(h)GAn, v) 
n~"" 

= lim(GA n , ljJ~(h)v). 
n~"" 

To show that (</i(h)[G],v) is a continuous function of [G1, 
we must show that there exists an M such that 

\ (</i(h)[G],v) I ,,;MIIGII K for all [G]edA). 

Thus we must show that Ilimn~",,(GAn, ~(h)v)1 ,,; Mil Gil/( . 
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But limn~"" SUpll GAnl1 = limn_",,11 GAnl1 = II Gllk' We claim 
that there exists an M such that IlljJ~ (h)vll ,,; M for all n. 
Then limn~"" supll </i: (h)vll ,,; M, so that \ </i(h)G, v)l ,,; }\III I Gil. 
Thus we have reduced the problem to showing that the 
sequence {II </i~ (h)vll} is bounded. Recalling the definition 
of !]In(h) and taking adjoints, we get 

</i: (h)v = Cn I dt h(t) exp(itHn) exp( - itHa) exp(iRF)A 

= C n J dt h(t) exp(iRg ) exp(itHo) exp( - iR ) 
n gn 

X exp( - itH 0) exp(iR F)A 

= c n exp(iRg) J dt h(t) exp( - iRexPCitIL )g) exp(iRF)A 

=cnexp(iR. ) Idtlz(t)exp[iilm(F, exp(itJ.L)g)] 
On n 

Xexp(iRF_exPCitIL)g )A 
n 

= Cn exp(iRg ) J dt h(1) exp[h Im(F, exp(it J.L)g )] 
n n 

X exp(- IIF - exp(it J.L)gnW / 4) exp(iC F-expC;t,,)g ) A 
n 

=Cn exp(iRg) Idth(t)exp[t(F, exp(itJ.L)gn)} 
n 

Xexp(-IIFII2/4)exp(-lIgnIl2/4)exp(iCF_exp(itIL)g)A 

= exp(iRg) I dt h(t) exp[t(F, exp(itJ.L)g)] 

x exp(-II FII2 / 4) exp(iC F-expC it IL ),,)A. 
Choose N such that, for n"" N, gn",[-i/(21T)3}/(1//l3/ 2 ) 

on the support of F. Suppose n"" N. Put g= - [i/(21Tn 
(1/ J.L3/2). Then (F, exp(it J.L)g) = (F, exp(itJ.L)g). Put ry(t) 
= h(t) exp[i(F, exp(itJ.L)g)j exp(- II F112 / 4). Then ljJ:(h) 
= exp(iRg)f dt ry(t) exp(iCF_ xp(itu)" )A. Since exp(iR ) 

n eng n 
is unitary, 

1I</i~(Jl)vll = II J dlry(t)exp(iCF_exp(itIL)g )AII 
n 

= II I dt1)(t)exp(iCexpCitu)g _F)AII. 
n 

By Eq. (3), this gives 

II</i~ (h)vll = IlljJn(h) exp(iRc_Fl)A n II 
By Theorem II. 3, Remark II. 5, and Theorem II.ll, 
{II </inCh) exp(iR(_F »)Anll} is a bounded sequence. Hence 
{llljJ:(h)vll} is a bounded sequence and thus v ED ¢* In)' 

Now by Theorem 1. 7 and the strong continuity of 
exp(iR) (Theorem 1. 5), {exp(iRF)A\ F ~ L 2 (1R3

) and F 
has bounded support} is dense in}. Thus 4i+' (h) is dense­
ly defined, and ljJ(h) is closable. 

III. THE ONE PARTICLE HAMILTONIAN WITHOUT 
CUTOFFS 

A. Denseness of the range of the creation operator 

In Sec. IIA, we constructed the one nucleon Hamilton­
ian H without cutoffs by specifying that it satisfy the 
equation 

exp(itH)[A] = [exp(iRgx) exp[it dr(J.LXs)} exp(- iRgxs)A] 

for A cc:A (5). We will now give an alternate method of 
constructing the one nucleon Hamiltonian by using the 
nucleon creation operator. Although we already have 
a method of constructing the one nucleon Hamiltonian 
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in this model, it is to be hoped that the alternate method 
can be used in other models to construct the Hamiltonian 
from the nucleon creation operator. 

The alternate method of constructing the Hamiltonian 
is simply to define it as the infinitesimal generator of 
the unitary group U(t), where U(t) is given by U(t)<jJ*(h)v 

=<jJ*(ht)exp(itHo)v, where h/x)=h(x+t). In order to 
show that U(t) is unitary, it is necessary to show that 
this defines U(t) on a dense set. Thus, we must show 
that UhES range w*(h) is dense in K. First we will need 
some lemmas. Put D = UhES <mI) <jJ* (h)D', where D' 
= the linear span of {exp(iRF)AI F has compact support 
and is an element of L2(JRd)}. 

Lemma I1I.l: [exp(iR F) exp(- iR.xP(_sIL )g] E D for FE L 
E L 2(JRd) with compact support. 

Proof: Put 7J(t)=h(t)exp[ -iIm(exp(it/l)g, F)] 
x exp(iIm(g, F» and choose hE S such that ~(x) 
= exp( - s I x I ). (There is a unique h with this property. 
since the Fourier transform operator is a bijection from 
S onto S. ) We claim that 

<P*(h) exp(iRF)A = [exp(11 exp( - s /l)gW /4) exp(iR F) 

xexp(- iR.xp(_s,,)g)], 

which will establish the desired result since the left 
side of this equation is an element of D and the right side 
side is a scalar multiple of [exp(iRF) exp(- iR.lIP(-S,,)gl]. 
Let GeL 2(JRd) and have compact support. Then 

(4'* (h) exp(iRF)A, [exp(iRc)]) 

= (exp(iRF)il., !jJ(!z)[exp(iRc )]) 

= ~~~ (exp(iRF)A, <J;n(h)exp(iRc )An) 

= lim (~(h) exp(iRF)A, exp(iRc)A) 

= Ii; (en J dt h(t) exp(itHn) exp(- itHo) exp(iRF)A, 
n-~ 

exp(iRc)A) 

= lim (en J dt h(t) exp(iRg ) exp(itHa) 
n-cc n 

xexp(- iRg) exp(- itHa) exp(iRF)A, exp(iRc)A). 

Now 

en J d! lz(t) exp(iRg ) exp(iiHo) exp( -zRg ) exp(- iiHo) exp(iRF)A 
n n 

= en J di h(t) exp(iRg ) exp(- iRe~(jt,,)g ) exp(iRF)A 
n ~ n 

= en exp(iRF) J dt h(t) exp[ - i Im(exp(it/l)gn' F)] 

xexp[iIm(gn' F)] exp(iRg) exp( - iRexp(jt,,)g)A. 

For 11 sufficiently large, this is equal to 

en exp(iRF) J dt h(t) exp[ - i Im(exp(it.u)g, Fl] 

xexp[iIm(g, F)] exp(iRg ) exp(- iRm(itIL)g )A 
n n 

= exp(iRF) J df'l)(t) exp(iRg ) exp( - iC exp(it ,,)g )A 
n n 

=exp(iRF)exp(iRg ) jdtT/(t)exp(-iC x ('tH)g )A. 
n e P l .... n 

Now we have 

flt 7J(t) exp(- iCexP(it,,)g) 
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=t (-z,')P jdi 7JU) (f dkexp[it/l(k)]g (k)a*(k~ 
p=a p. n 'f 

~ (-i)P f f P =u -,- ... n dk.g (k.)a*(k.)dt 
p =0 p. j= I J n J J 

x'l)(t)exp (itE /l(kj~ 

= t (- i)P So .. f (n dk.g (k. )a* (k )\ 
p=o p! j=I J n J j ~ 

xn C~ /l(k)) 

- t (-i)P (C )P- (-'C ) - pi exp(-s,,)g -exp z exp(-s,,)g • 
p::o. n n 

Therefore, 

en J dt h(t) exp(iRg ) exp(itHo) exp( - iRg ) 
n n 

Xexp(- itHa) exp(iRF)A 

= exp(iRF) exp(iRg ) exp(- iCexp(_s,,)g )A 
n n 

= exp(lIexp( - S /l}gnI12 / 4) exp(iRF) exp(iRg ) 
n 

Xexp(- iRexp(~s,,)g )A 
n 

= exp(llexp(- s .u)gnW / 4) exp(iRF) 

X exp( - iRe"p(_s,,)g ) exp(iRg )/\., n n 

where the last step follows from the fact that 
Im(exp(-S/l)gn,gn) =0. Hence 

= exp(llexp( - S /-l)gI12 / 4) lim (exp(iRF) exp( - iR."p(-s,,)g 
n"oc, n 

= exp(11 exp( - S /l)g[12 / 4) lim (exp( - iRexp( -su)g ) 
n"<:Q n 

xexp(iRg )A, exp(-iRF)exp(iRc)exp(iR
g 

)A) 
n n 

= exp(11 exp( - s /l)gW/4) lim (exp(iR g ) 
n"c.;: n 
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Xexp( - iRexp<_sIL)g )A, exp(- iRF ) exp(iRc) exp(iRg )A) 
n n 

= exp(II exp( - s /J.)gW/4) lim (exp( - iRe.p<_sIL)g )A, 
n"oo n 

exp( - iRr) exp(- iRF ) exp(iRc) exp(iRr)A) 

= exp(/l exp( - s /J.)gW/4) exp(- iRexp<_SlL)g)A, 

exp( - iRy) exp( - iRF) exp(iRc) exp(iRy)A) 

= exp(/l exp( - s /J.)gW /4) ~~z.!1 (exp(iRg) 

= exp(II exp( - s /J.)gW / 4) 

x lim (exp(iRF ) exp( - iRe.p<_sIL)g)An, exp(iRc)1\) 
n-~ 

Therefore, we have the desired result 

1/J*(h) exp(iRF)A = [exp(ll exp( - s /J.)gllZ / 4) 

xexp(iRF ) exp(- iRexP<-sIL)g)]' 

Lemma III. 2: lims_~ [exp(iRF) exp(- iRexP<_sl')g)] 
= [exp(iRF)]· 

Proof: 

lim II[exp(iRF )] - [exp(iRF ) exp( - iRexpC_sl' )g)]11 
s-~ 

::= lim II[exp(iRF)(I - exp(- iRm<~SlLlg»)]II 
s-~ 

::= lim lim (exp{iRF)(I - exp[ - iRexpc_sIL)g) exp(iRg )A, 
s .. eo p.,.Q(> P 

exp{iRg )A) 
p 

= lim lim [(·h Im(F,gp»)(exp(iRg ) exp(iRF) 
,5 .. 00 p .. oo P 

= lim exp[-hIm(F,g)J(exp(iRF»){J - exp( - iRexp<-SiLlg)A, A) 
s-~ 

= lim exp[tiIm (F,g)]((I - exp[ - iRe.pC_sIL )g)A, 
$ .. 00 

since exp( - iRexPC-sIL )g) - exp( - iRo) = I strongly as s - 00. 

Theorem III. 3: The linear span of D is dense in K. 

Proof: This follows immediately from Lemmas III. 1 
and 111.2 and the density of {[exp(iRF)] I FE LZ(JRd) with 
compact support} in K. 

B. The relationship between the one nucleon 
Hamiltonian and the nucleon creation operator 

In the last section, we showed how to construct the 
one nucleon Hamiltonian from the nucleon creation 
operator and the free Hamiltonian; now we show that 
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the Hamiltonian obtained this way is same as the one 
defined in Sec. II A _ To do this, it suffices to show that 

First we need some lemmas. 

Lemma III. 4: 1/Jn(h) exp(itHn) = exp(itHo)1/Jn(h t ) for hE S, 
where ht(x)=h(x+ f). 

Proof: 

wn(h) exp(itHn) = en J ds h(s) exp(isHo) exp(- isHn) exp(itHn) 

= en J ds h(s) exp{isHo) exp[ - irs - f)Hn) 

= en J ds h(s + t) exp[i(s + t)Ho) exp( - isHn) 

= exp(itHo)cnJrls ht(s) exp(isHo) exp(- isHn) 

= exp(itHO)~Jn(ht). 

Lemma III. 5: w(h) exp(itH) = exp(iIHo)1/J(lzt) for hE: S. 

Proof: Put Tl = 1/J(h) exp(itH) , T2 = exp(itHo)w(h t ) , and 
D= linear span in K of {[exp(iRF») I FE L 2(JRd) and has 
compact support}. We claim that D is a core for Tl and 
T2 and that Tl and T2 agree on D. From this it follows 
that Tl = T 2 • 

From the construction of 1/J, D. is a core for uJ(h
t

) and 
hence for T 2 • To show that D is a core for Tl> it suffices 
to show that exp(itH): D onto)D. Let [exp(iRF)]ED. 
Then F has support in S, for some bounded open set S 
and 

exp(itH) [exp(iR F)] 

= {exp(iRr ) exp[it dr(/J.xsl] exp(- iRr) exp(iRF)} 

= [exp[ - h Im(r, Fl) exp(iRyl exp[itdr(/J.xsl] 

x exp(iRF_r ) J 
= [exp[ - h Im(r, F)] exp{iR) exp (iRe .. citl') (F-r»] 

... exp(itH)[ exp(iRF)] 

= [exp[ - tiIm(r, F) exp[h 1m (r, exp(it/l)(F - r» 

X exp(iRy+exp <i t 1') (F-r) J 

and the right side of this equation clearly belongs to D. 
Thus exp(itH) carries D into D. If we put 

G=exp[-ifll] (F-r)+ r 

and 

G' = exp[ti Im(r, G)] exp[ - ti(r, exp(il/J.)(G - r») exp(iRc ), 

then [G/) E D and the above calculation shows that 
exp(ifHl[G'] = exp(iRF). Thus exp(itH): D ~ D and D 
is a core for T 1 • Now we show that TIl D = Tzi D' 

Let [A] co D. Then by the construction of d, dJn(ht)AAn 
- </J(htl[AJ strongly. Since exp(itHol is bounded, 
exp(itHol4'n(h)AAn - exp(itHolw(Jltl[A]. Again, by the 
construction of d), 

¢n(hl exp(iR) exp[it dr(.£.lXsl] exp(- iRr)AAn 

- w(hl[exp(iRy) exp[itr]r(/-.lX s)] exp(- RrlA] 

strongly_ 
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Since exp(itHn)AAn= exp(iRr ) exp[itdr(iLXs)] exp(- iRr)AAn 
for sufficiently large n and exp(itH)[A] = {exp(iRr) 
xexp[itdrUJ.Xs)]exp(-iRr)A}, it follows that IjIn(h) 
xexp(itHn)AAn - ljI(h)exp(itH)[A] strongly. By Lemma 
m. 4, I/!n(h) exp(itHn)AAn == exp(itHo)ljIn(h t )Al\n, and taking 
limits on both sides, it follows that ljI(h)exp(itH) 
= exp(itHo)ljI(h t )· 

Theorem m. 6: exp(itH)1j!* (h) == 1jI*(h t ) exp(itHo) for all 
hES. 

Proof: This is the adjoint of the equation proved in 
Lemma III. 5. 
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SU(6) isoscalar factors for the product 405x56-+56, 70* 
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SU(6) isoscalar factors for the product 405 X 56--56, 70 are calculated. SU(3) isoscalar factors for the 
products 27 X 10-+ I 0, 8 and iO X 8-+8 are also tabulated. 

I. INTRODUCTION 

The SU(6) symmetry group was first found useful for 
the classification of hadrons in the 1960' s. It has re­
cently been extended by Melosh1 to apply to matrix ele­
ments of currents between hadron states. Following the 
ideas of Gell-Mann, the currents are postulated to be­
long to irreducible representations of an SU(6) of cur­
rents, while the particle states are classified by a dif­
ferent, constituent SU(6). These two different SU(6) 
symmetries are connected by a unitary transformation, 
the Melosh transformation. Melosh explicitly construct­
ed this transformation for the free-quark model. The 
algebraic properties of currents transformed by the 
Melosh transformation have been extracted from this 
model and applied to physically relevant matrix ele­
ments. This method removed the inconsistencies 
which appeared in old SU(6) calculations of several axial 
coupling constants and the magnetic moments of the nu­
cleons. 1 Gilman, Kugler, Meshkov and others, 2 used 
PCAC in addition to the algebraic properties of the 
Melosh transformed axial vector current to satisfac­
torily predict pionic emission amplitudes for the decays 
of mesons and baryons. Gilman, Karliner, and others, 3 

also found that the application of the Melosh transforma­
tion technique to real photon emissions from baryons 
and mesons is consistent with experiment. 

In each of the above applications, the basic technique 
is to use the Wigner- Eckart theorem to calculate a 
particular physically relevant matrix element. Thus, 
the matrix element of an operator between two hadron 
states is the product of appropriate SU(6) and angular 
momentum Clebsch-Gordan coefficients, times a re­
duced matrix element. 2 For each of the above applica­
tions, the Melosh transformed currents belong to 35 
representations of SU(6). The baryons are classified 
in 56 and 70 representations, and the mesons form 35 
representations of SU(6). The appropriate SU(6) 
Clebsch-Gordan coefficients for these applications have 
been calculated by Carter, Coyne, and Meshkov, 4 and 
by Cook and Murtaza. 5 

If one now wants to apply this technique to current­
current matrix elements between baryon states which 
occur, for example, in nonleptonic weak decays, higher 
representations which originate from the product 35 x 35 
must be considered. Explicitly, the product 35 x 35 is 
decomposed into the irreducible representations: 

35 x 35 -1 + 35 + 35' + 189 + 280 + 280 + 405. (1. 1) 

The only representations in (1. 1) which will contribute 
to a matrix element between baryon states belonging to 
the 56 and the 56 or 70 representations are 35 and 405. 6 
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In this paper, the Clebsch-Gordan coefficients for the 
product 405 x 56 - 56, 70 are obtained so that such cur­
rent-current processes may be treated in full. In Sec. 
II, the method of calculating the SU(6) isoscalar factors 
for the product 405 x 56 - 56 and 70 with appropriate 
choice of phase is explained. In Sec. III, the SU(6) iso­
scalar factors for 405 x 56 - 56,70 are tabulated. SU (3) 
isoscalar factors for the products 27 x 10 -10, 8 and 
lOx 8 - 8, which were used in the present calculation, 
are also given in Sec. III. 

II. METHOD OF CONSTRUCTION 

A given SU(6) representation may be reduced accord­
ing to the subgroup SU(3)xSU(2). In terms of the spec­
troscopic notation A 2S +1, where A is the SU(3) repre­
sentation label and 2S + 1 is the SU (2) spin multiplicity, 
the 35, 56, 70, and 405 representations have the follow­
ing SU(3) x SU(2) contents: 

35 = 83,81, 13, (2. 1) 

56=10\82, (2.2) 

70=84,102,82,12 , (2.3) 

405 = 275 ,27 3,271,103 , 103,85 , 8i, 8~, 81, 15 , 11. (2.4) 

Wavefunctions for these SU (6) representations are writ­
ten using the 6 and 6 representations ql and ql, respec­
tively defined in Table AI, Appendix A. A given wave­
function within an SU (6) multiplet may be classified ac­
cording to its SU(3)xSU(2) quantum numbers, 

[A; YII3; S S3), (2.5) 

where Y,I,I3 are the hypercharge, 1- spin, and third 
component of the 1- spin, respectively, and S, S3 are the 
spin and third component of the spin. The relative 
phases between wavefunctions within a given SU(3) 
multiplet are chosen to agree with the phase conven­
tions of deSwart. 7 The relative phases of the wavefunc­
tions within a given spin multiplet agree with the 
Condon-Shortley phase convention for SU(2). 8 The wave­
function of highest weight in successive SU (3) x SU (2) 
multiplets within a given SU(6) representation is deter­
mined by requiring orthogonality between states with 
the same additive quantum numbers, Y, 13, and S3' and 
that the traceless condition for each representation 
be satisfied. For example, the 405 wavefunctions must 
have the following form: 

W ex {qiqj}{qV}- t.0 [Ii~ {qmqj}{qmql} + Ii~ {qiqm}{qmql} 
m 

+ Ii; {q mqj}{qkqm} + Ii} {q iq m}{qkqm}] 

+ is (1i~1i} + lilliJ) 6 {qmqn}{qmqn}, 
m,n 

Copyright © 1976 American Institute of PhYSics 

(2.6) 
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TABLE 3.1. SU(6) isoscalar factors for 405 x56- 56, 70 

56 

iF, -2ft/1515 7if /1W5 - 2../7/45 7 
15 - 2../7/15 4ill/45 

ill/3,;5 ill/15 ../7/15 ffi/30 ../7 /3m - 2ft /3ill ../7 /3m m-/m 

70 

84 ,;5/3,(2 -,;5/6,(2 ,;5/3,(2 -1/6if 
1 
3 

2/3ill 2/3V6 

o ,;5/912 v'5/1s,f2 - 5/16/f 

4 
9 

82 -,;5/3if -1/3if -1 
6 

- 1/6/f -,;5 /6V3 -,;5 /3V3 ,;5 /6J3 - 15 /9ft 

12 - 2,;5/3v'3 

8~ Xl04 

56 

104 0 - 2../7 /15v'3 - 2../7/15v'3 - 2m/Ism 2../7 /45v'5 ../7/915 if/45 

82 - 2../7 /3ffo 0 o 2../7 /15v'3 - 2../7 /1516 0 - 4ft /45/f -ffi/915 -1/912 

2Q 
84 0 -15/616 1/616 -,;5/12V3 -1/4v'3 ,;5 /12v'3 

102 0 -1/3v'3 -2/3ffo -7/sffo 

82 -15/316 15 /6v'3 -1/6J3 1/2v'3 -1/1216 ,;5/1216 

12 -,(2/3v'3 v'5/6V3 

where {qjqj}=qjqj +qjqj, with the traceless condition 

6 W=o. (2.7) 
j 

As seen in (2.4), 405 contains 83 twice. The state 
18A ;011;11) is chosen to be the simplest state consistent 
with the required orthogonality and traceless conditions. 
18B ;011;11) is then determined by requiring, in addi­
tion, that it be orthogonal to 18 A ;011;11). The relative 
phases among different SU(3) x SU(2) multiplets within 
a given SU(6) representation is arbitrary. The phases 
of the wavefunctions within the 35, 56, and 70 repre­
sentations are chosen to conform to Meshkov's revised 
phase conventions9 for the table of SU (6) isoscalar 
factors for 35 x 56 - 56, 70. This table is given for 
reference in Appendix C. The highest weight wave­
functions, themselves, for each SU(3) x SU(2) multiplet 
in 35, 56, and 70 are listed in Appendix B. The present 
choice of relative phase for the SU(3) x SU(2) multiplets 
within 405 is also made explicit in Appendix B by list­
ing the highest weight wavefunctions for each 
SU(3) x SU(2) multiplet within 405. The rest of the wave­
functions can easily be constructed by applying the gen­
erators I±, V±, and S •• 7 

SU(6) Clebsch-Gordan coefficients can be written in 
terms of the product of an SU(6) isoscalar factor with 
SU(3) and SU(2) Clebsch-Gordan coefficients. For the 
product: 

jR;A; Y1I3; SS3) x jR';A '; Y' I'I~; S'S3) 

~ jR"'A"' Y" I"!"· S"S") " 3 , 3, 

where R, R ' , and R" are SU (6) representation labels, 
and the others are SU (3) x SU (2) multiplet labels within 
each respective SU(6) representation, the Clebsch­
Gordan coefficient is written: 
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1 
36 -,;5 /1s,f2 

1/18m ,;5/912 

- 7/36,(2 - 5v'5/36/f -../7 /1s,f2 

-,;5/6 

(A~ S A~:S' I A ~,"SIf) (Y~I3 Y~:I3, ::I"I~') 
x (SS3S'S3' S"Sn. (2.8) 

The first factor in (2.8) is the SU (6) isoscalar factor 
to be determined, The second factor is the full SU(3) 
Clebsch-Gordan coefficient for AXA'-A", many of 
which have been tabulated by McNamee and Chilton. 10 

The third factor is the usual SU(2) Clebsch-Gordan 
coefficient. 8 For the product 405 x 56 -56, 70 the addi­
tional su(3) Clebsch-Gordan coefficients for the pro­
ducts 27 x l0-l0, 8 and 10X8 -8 are needed. These 
coefficients can also be expressed, in terms of iso­
scalar factors times an SU(2) I-spin Clebsch-Gordan 
coefficient, as 

(
A A' A" ) 

YlI3 Y'I'Is, Y"I"I3 

(
A All A") YI y'I' Y"[" (II3I'If, ["If). (2.9) 

The SU(3) isoscalar factors for 27 x 10 -10, 8 
and 10 x 8 - 8 were calculated according to the method 
of deSwart.7 They are listed in Tables 3.2 and 3.3 in 
Sec. 3. 

The SU(6) isoscalar factors are found by writing rep­
resentative wavefunctions in each of the SU(3) x SU(2) 
multiplets of 56 and 70 in terms of the product wave­
functions of 405 and 56 and the Clebsch-Gordan coef­
ficients given in (2.8). The unknown SU(6) isoscalar 
factors are determined by operating on these expres­
sions with the SU(6) H4 and H5 operators defined in Ap­
pendix A. In particular, the expressions 

(2. 10) 
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TABLE 3.2 SU (3) isoscalar factors for 27 xl0- 10, 8 

Yilt (0;2) (0,2) (I,!) -l,~) (-1,~) (2,1) (2,1) (0,1) (0,1) (0,1) 

Yl Y2l 2 (I, ~ (0,1) (0,1) I, ~) (0,1) (-I, ~) (-2,0) 3 
I, '2 (0,1) (-1,~) 

10 

(I, ~) 5/3V7 5i2/3v2l m/3/7 -.f5/3/7 

(0,1) 5.f2/m' 4-15/917 11;['1./917 m/si7 .f2/ffi 

(-I, ~) 2.JI"U /3121 4/3/7 

(-2,0) 

8 (0,1) m/9 4 -m/9 .f2/3 -m/5!3 
9 

(l,t) -,[5/3 - 2.f2/3v3 
-1 

1/3,[5 
3 

(-1,~) .f2/3v3 2/3/5 

(0,0) -.f2N3 - 2/ill 

Yilt (-2,1) (-2,1) (I, ~ (0,0) (0,0) (0,0) (0,0) 

YI Y 212 (1, ~ (0,1) I, ~) (0,1) -1 1.) (- 2, 0) , 2 

10 

(1, ~) - 4/3I2I 1/3/7 

(0,1) 2/917 -8/9/7 -5/917 

(-I, ~) 2-/5/3/7 2/m .f2/3v2l -1/317 

(-2,0) ,ffONzl 2.f2/121 1/17 

8 

(0,1) - 7/9-15 4/9-/5 4/9.f5 

(1, ~) .f2/3ill 

( 1)-2 -1'2 3" 11m -4.f2/31f5 - 2/3/5 

(0,0) -11m 

H51s; 1H; H)= Is; 1Hd~), 
H IS ·l1.1.·l.1)-( 4'2/3) 110'11.1.·1.1.) 4 , 22,22 - - V~ , 22,22 

(2. 11) 
TABLE AI. Basic representations 6 and 6 with eigenvalue 
assignments for H4 and H5• 

+ 5IS'1 " " ' ) 3" , "2"2,"2"2, (2.12) 

for 56 and 

H 4 IS;lH;H)= IS;lH;H), 

H4 \ 10; IE; H)= \ 10; Ii %; H), 
H 5 IS;lH;H)= 18;HtH), 

(2. 13) 

(2.14) 

(2.15) 

H411; 000; H)= (- 2/i.3)(18; 010; H) + 18; 010; H»), 
(20 16) 

H4 \ 10; 011; ~~) =H4 18; 011; %~) = - H418; 011; H), 
(2. 17) 

for 70 are sufficient to determine all the isoscalar 
factors. These factors are tabulated in Table 3. 1 in 
Sec. III. Each row of isoscalar factors is normalized 
separately. The leftmost isoscalar factor for the 56, 
lQ4 multiplet and the 70, 84 multiplet are chosen to be 
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Name 

ql =p, 

q2=1I, 

q3 = At 

q4 =p, 

Q5=n, 

q6=A, 

Ql =p, 
If = n, 
q1=.\, 

if =p, 

q5= nt 

q6 = i, 

1 YII3; 553) H4 

I !!i; H> 
11 ~ -~; H> -1 

1- ~ 00; H> 0 -2 

I) .1l. 
322, ~ - ~) -1 -1 

I.U .1. 32- 27 ~ -!> -1 

1- ~ 00; !- ~> 0 2 

1 -~~- ~;~- ~ -1 -1 

- I-i!~; ! -!) -1 

- 1% 00; 1- !) 0 2 

- 1 -~~-~; B) 
, 111. 

- ~22' E> -1 

I~ 00; H> 0 -2 
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TABLE 3.3 SU (3) isoscalar factors for 10 x8- 8 

Yjlj (-1,~) -1,~) (0.1) (0,1) 

YI Y212 (0,1) (I, } (0,1) ~,} 
8 (0,1) 212/ill --I2/ill 

(I, ~) 1/,[5 

f1,~) 2/,[5 

(0,0) 13/,[5 

positive. Expressions (2.12), (2.16), and (2.17), then 
determine the relative phases of the remaining rows. 
These expressions also provide an internal check on the 
normalization of each row. 

III. RESULTS 

Table 301 lists the SU(6) isoscalar factors for the 
product 405 x 56 - 56, 70. This table has been con­
structed to agree with the revised phase conventions 
for the isoscalar factors of the product 35 x 56 - 56, 
70. 4,9 When necessary, this revised table for 
35 x 56 - 56, 70, given in Appendix C, should be used 
with Table 3.1, rather than the table given in Ref. 4. 
Tables 3.2 and 3.3 list the SU(3) isoscalar factors for 
the products 27 x 10 -10, 8 and lOX 8 - 8, needed in the 
construction of the full SU(6) Clebsch-Gordan 
coefficients. 
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APPENDIX A: GENERATORS AND BASIC 
REPRESENTATIONS OF SU(6) GROUP 

The 35 generators of SU(6) can be writtenl1 as xL 
i, j = 1, 2, ... ,6, with the condition 

and the commutation relations 

(A1) 

TABLE Bl. Representative wavefunctions for 35, 56 and 70 
representations. For 70, <Pij,k == qi qjqk + qjqiqk - qkqjqi - qjqkqi' 

35 

18; 011; 11)= q1q5 
I 8; 011; DO) = - (1 /-I2)[ql t! + q4q5] 
11; 000; 11) = (-l/l3)[ql¢ + q2q5 + q3/] 

56 

110; 1 H; H) = qlqlql 

18; 011; H)= (1/312)[2 (q6qlql +qlq6ql +qlqjq6) 

70 
- (q4q3ql + q4qlq3 + q3q4ql + qlq4q3 + q3qlq4 + qlq3q4)] 

18; 011; ~i> = (1/f6) <P11 3 

110; 1 H; H) = (INiD <Pll 4 

IS; 011; H)=- (1/3-12)[<P/16+<P341+<P43 tl 
11; 000; H)=- (l/613)[2<P2'6,l +<P~.1 + <P2·l,6+ 2 <P15,3+<P53.1 + <P13.5 

+2<P34.2 + <P43.2 + <P32.4J 
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(0,1) (0,1) (I, }) (2,0) 

(0,0) (0,1) (0,0) 

1/,[5 

-1/,[5 1/,[5 -12/,[5 

1/;5 

.f2/,[5 

[Xi Xl]- "jxl "IX) i' k - Uk i - u i k- (A2) 

The familiar SU(3) hypercharge, I-spin, V-spin, and 
U-spin operators are written in terms of these genera­
tors in the following way: 

127; 022; 22)=qlqlq5q5 

IS; 011; 22) = (l/ffl) [2{qlq2} lq5 +2qlqj{q4q:i} + {qjq3}{q5/}J 

11; 000; 22) = (1/124)[2qjqj ¢q4 + 2q2q2q5q5 + 2q3q31q6 

+{qj qzH¢q5} +{q2q3}{q5q6} + {qjq3}{q4 q6}J 

127; 022; 11)= (1/2H{qjq4}q'q5+qlqj{t!q5}] 

110; 1 ~~; 11) = (l /2)[qj qj{t! q6} - ql qj{q3q5}] 

- 33 
110; - 1'2 '2; 11) = (1 /2)[{q3q4}q5q 5 - {qlq6}q5q 5] 

ISA ; 011; 11)= (l/148)[2qlql{qjq5}-2qjqj{t!¢}+2{q2q4}q5 q5 

- 2{qlq5}q5q 5 +{q3q4}{q5q6} 

_{qjq6}{q5q6} -{qjq3Ht! q6} +{qj q3}{q3 q5}J 

I SE; 011; 11) = (1/.J480)[2qj qj{ ql q5} - Sql ql{t! q4} - S{q2q4}q'q5 

+2{qlq,}q5q5 - 3{qlq2}{t! q5} - 3{qj q4}{¢q5} 

- 4{q3q4}{q5 q6}+{qjq6}{q5qB} - 4{qjq3}{t!qB} 

+{qjq3}{q3q 5}J 

127; 022; 00) = (1/1f2)[2qjqjlt! + 2q4q4q5q5 + {qlq4}{t! q5}J 

IS; 011; 00)= (l/196O)[2qjql{qj q2}+2{qlq2}lq2+2q4q4{q4q5} 

+ 2{q4qS}q5q5 +{qj q3}{q2 q3} + {ql q4}{ql q5} 

+{ql q4Ht!f} +{qlq5Ht! q5} +{q2q4Ht! q5} 

+{q4q6}{q5qB} - 7{ql q6Ht! q6} - 7{q3q4}{~q5} 

+ S{qj q6}{q3q5} + S{q3q4}{q2 q6}] 

+4qsq,q'q5 + 4q6q6q6q6 + 2{qlq2}{q1l} +2{qlq3}{qj~} 

+ 2{qjq4}{ql q4} - 5{qlq5}{qj qS} - 5{qjq6}{qj q6} 

+ 2{q2q3} {lq3} - 5{q2q4Ht!f} + 2{q2q,}{t! q5} 

- 5{q2q6Ht! q6} - 5{q3 qJ {iJ'V} - 5{q3q5}{q3q 5} 

+2{q3q6}{~q6} + 2{q4q5}{q4q5} + 2{q4q6}{¢q6} 

+2{q5q6}{q5q6} + 7{qjq,Ht! q4} + 7{qjqs}{qV} 

+ 7{q2q4}{ql q 5} + 7{q2q6}{q3q 5} + 7{q3q4}{ql q6} 

+ 7{q3q5}{t!q6}J 
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Y= - (x~ +~), (A3) 

1+=Xi +~, (A4a) 

1_=X1 +-'i, (A4b) 

13= i(X} +X1-~ -~), (A4c) 

V+=Xi+xt (A5a) 

v_=X1 +xt, (A5b) 

V3 = i(X1 +X1- X~ - ~), (A5c) 

U+=~+~, (A6a) 

U_=X~+~, (A6b) 

u3=Hx~ +~ -X~ -~). (A6c) 

The generators of spin are given by 

S+=X1 +~ +rs, (A7a) 

s_=X1 +X~ +X~, (A7b) 

S3=X1+X~+X~. (A7c) 

The basic 6 and 6 representations, expressed as q1' ql, 
1 = 1, 2, ... ,6, respectively, are given in Table Al along 
with their eigenvalue assignments. The commutation 
relations of the generators with these basic represen­
tations are: 

(A8a) 

[x~ ql]=_1)! qj + .!.I'>j ql 
" '6 i . (A8b) 

A complete set of commuting operators, linear in the 
generators xL is given by Y, 13, S3' H4, and H5 where 
H4 and H5 are chosen such that, 12 

H4=± 413S3' 

H5 =± 6 YS3, 

(A9a) 

(A9b) 

for the basic 6 and 6 representations. The positive 
sign is used for the 6 representation and the negative 
sign for the 6 representation. In terms of the genera­
tors xL H4 and H5 are written: 

H4 =Xl-Ai-xt +~, 

H5=X1 +X~ - 2X~ -X1-~ +~. 

(AIDa) 

(AlOb) 

APPENDIX B: REPRESENTATIVE WAVEFUNCTIONS 
OF HIGHEST WEIGHT 

Table Bl lists the highest weight wavefunctions, writ­
ten in terms of the basic representations ql and ql, 
1 = 1, 2, .• 0,6, for each of the SU(3) x SU(2) multiplets 
in the 35, 56, and 70 SU(6) representations, respec­
tively. The relative phases of these wavefunctions are 
chosen to agree with the table of Carter, Coyne, and 
Meshkov4 with revised phase conventions. 9 (See Appen­
dix C.) Table B2 lists the highest weight wavefunctions 
for the 4D5 representation. 

APPENDIX C SU(6) ISOSCALAR FACTORS FOR THE PRODUCT 35 x56- 56, 70 WITH REVISED PHASE CONVENTIONS4 ,9 

83 x 104 st X 104 13 xl 04 (S3 XS2). 

56 

104 2/3 - 2/m -1/3 

82 2/3 -12/3 

70 

S4 5/41"3 -J5/4 -J5/4V3 

102 V2/13 -l/J6 
82 -I5/2V3 -I5/4J6 
12 ..{3/2 
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We have obtained sets of homogeneous linear equations in the Clebsch-Gordan coefficients for magnetic 
space groups in terms of the matrix elements of the irreducible representations of the little cogroup of the 
linear subgroup of index 2. Depending on the types of the co-representations in the triple product. 18 cases 
arise. These 18 cases can be divided into six categories. We have given explicit forms for one case in each 
category and have indicated how the other cases are to be treated. The formalism has been developed for 
projective co-representations so that both the vector and the spinor case can be treated. 

1. INTRODUCTION 

Clebsch Gordan (CG) coefficients for the crystallo­
graphic point groups 1,2 have been used in solving many 
physical problems, e. g., spectra of paramagnetic ions 
in solids, 3,4 paramagnetic spin Hamiltonian and relaxa­
tion phenomena, 5-9 and many other problems. 10,11 In 
obtaining the selection rules for transitions in crys­
tals, 12-18 it is the coefficients in the Clebsch Gordan 
series 19 that are required. 

Methods for calculating the CG coefficients for space 
groups have been treated by many authors, 20-22 and 
Birman and his co-workers have calculated 23-26 the CG 
coefficients for various space groups. 

For magnetic groups 27 there is no simple formula, 
like the Wigner formula19 for linear groups, for ob­
taining the CG coefficients. Recently some work has 
been done 28-31 in this direction and there are now dif­
ferent procedures for obtaining the CG coefficients of 
magnetic groups. Here, we give explicit expressions 
for the linear equations in the CG coefficients of the 
magnetic space groups from which the CG coeffiCients 
can be calculated. These expressions involve the matrix 
elements of the irreducible representations of the little 
cogroups belonging to the appropriate k vectors 
characterizing the co- representations of the magnetic 
space group. 27 

In Sec. 2 we give the matrix elements of the irre­
ducible co-representations of magnetic space groups in 
terms of the irreducible representations of the little 
cogroup of the linear space group of index 2. Finally, 
in Sec. 3 we give explicit expressions for the linear 
equations in the CG coefficients for one case from each 
of the 6 categories that arise. We give the formulas in 
terms of proj ective co- representations, 32-34 so as to 
be also applicable to the case of spinor co-representa­
tions of the magnetic space groups. 

2. IRREDUCIBLE COREPRESENTATIONS OF 
MAGNETIC SPACE GROUPS 

The magnetic space group 

M=G UaoG, a~EG, (1) 

has the linear subgroup G (which is a space group) of 
index 2 consisting of elements (n + t(u) lu), where u is a 
proper or improper rotation, n is a lattice translation, 
and t(u) is the fixed nonprimitive translation, which may 
be zero or nonzero, associated with u. The antilinear 
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operator ao is given by 

ao = B(e 11'), (2) 

where B denotes the time reversal operator which com­
mutes with all space operators. The co-representation 
theory of M has been given by Bradley and Davies, 27 

and we summarize their results in the notation we shall 
use here. The little cogroup of G corresponding to a 
vector k in the first Brillouin zone is denoted by K(k), 
and the left coset representatives of K(k) in GIT, where 
T is the primitive translational subgroup of M and hence 
of G, are denoted by CY. i , i = 1, 2, ... ,r. The various ir­
reducible representations, which may be projective ones 
if k is on the surface of the Brillouin zone, 35 of K(k) 
which appear in the irreducible representations of G are 
denoted by 36 

r!::,(u) , m,n=1,2, ... ,p. 

In order to treat spinor co-representations, we give 
the general form of the irreducible co- representations 
in terms of the projective co-representation of the mag­
netic space group, belonging to the factor system 
w(CY., (3), 32,34 

D(a) D({3)[a] = W(CY., (3)[aB]D(CY.(3), 

w(a, (3)[Y]w(CY.(3, 1') = w(CY., (3y) w({3, 1'), (3) 

IW(CY.,{3) 1 =1, 

where for any complex number or for any matrix A, 

A[Od_{A, ifCY.EG, (4) 
- A*, ifaEM-G. 

For the spinor co-representation of M, the factor sys­
tem w(CY.,{3) is connected with w(CY.,{3), the factor system 
of the linear group 

M'=G U (ely)G, 

corresponding to the spinor representation, in the 
following manner: 

W(Ul,U2) =W(Ut> U2), w(u1, BYU2) =W(Ul, YU2), 

w(eyuf, U2) = w(YUj, U2), w(BYUj' eYU2) = - w(YUj, YU2)' 

This automatically takes into account the fact that e2 

= - 1 for half-integral spins. With this notation for 

(5) 

(6) 

w(CY., (3), D(e2u) will be equal to D(u) in the expressions 
used later. 

We now give the expression for the (m,n)th element 
in the (i,j)th block of the irreducible co- representations 
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of the magnetic space group for the three different types 
of co-representation. Z7 The following notations have been 
used: 

r!.':,(ajluaj)=O, if ajluaj ~K(k), 

<PI (i ,j, k; t(u) , u) = exp{ ikj • [t(u) +uaj - ad}, 

<pz(i,j,k; t(u),u)= <P3(i,j, k; t(u),u) 

= exp{ - iykj • [t(u) + uc - C + uyaj - yad}, 

<P4 (i,j, k; t(u) , u) = exp{ ik; • [t(u) + uC + uyc +uyc + uyaJ - ad}. 

(7) 

The matrix P (cL Ref. 27) appearing in the following 
equations satisfies 

x exp(- ikj , • n), "flu, n,i,m,j,n, 

and 

(PP*)im,'n = ± w(ey, ey) r!.':,(aiIYa,) 

x exp[ikj • (c + yc + y2aj - ail], (8) 

with the upper sign for co- representations of type (a) 
and the lower sign for co-representations of type (b). 
The criteria for Wigner's classification of the three 
types of co-representations (a, b, or c) for magnetic 
space groups have been given by Bradley and Davies. 27 

Type (al 

D~~,Jn(n + t(u) lu) 

D~~.'n[(n + t(u) lu)(c I y)e] 

x <P\ (i,j', k; t(u) , u) exp(ik j • n). 

Type (b) 

D~~im,'n[(n+t(u) lu)(c Iy)e] 

464 

= - D~~,r+'n [(n + t(u) I u)(c I y)8] 

= ~n'w(u, eY}f"n',Jn r!in(ajtua,,)<PI(i,j', k; t(u),u) 

• exp(ik j • n), 
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(9) 

=D~~,Jn[(n + t(u) I u)(c I y)8] 

=D~~jm,r+jn[(n +t(u) lu)(c Iy)e] =0. (10) 

Type (c) 

D~~,'n(n + t(u) I u) 

D~~im'T+jn(n +t(u) lu) = w(u, ey)* w(ey, y.luy) 

xr!in(ajly.luyaj)* <P 2(i,j,k; t(u),u) 

x exp(- iyki • n), 

D~~im, jn[ (n + t(u) I u)(c I y)e] = w (8y, y-IUY) 

x r!in(a jly-tuya j)* 

x <P 3(i,j, k; t(u), u) exp(- iyki • n), 

D~~,r+'n[(n+t(u) luHc ly)e]=w(eUY, ey) 

x r!in(a i tuy2a j) 

X<P4(i,j,k; t(u),u) exp(ik j on), 

D~~im,jn(n + t(u) lu) =D~~,r+jn(n + t(u) lu) 

=D~~, jn[ (n + t(u) I u)(c I y)e] 

=D~~im'T+jn [en + t(u) lu)(c Iy)e] = 0, (11) 

with i,j= 1, 2, ... ,r, and m,n = 1, 2, ... ,po 

The rk" (u) matrices satisfy the relation 

rt" (UI )rk
" (uz) 

= w (Ut, u z) rk" (UtUz) exp[ i(ujl k - k) 0 t(uz) J. (12) 

Zak et aZ. 37 have given the irreducible characters of 
rk" (u) for all the k vectors of the 230 space groups. For 
single dimensional representations we can substitute the 
characters for the representations. For multidimen­
sional representations comparison of Zak's character 
tables and the expressions exp[i(uj1k- k) 0 t(uz)] enables 
one to use Hurley's tables 38 on projective representations 
of the 32 crystallographic point groups. 

3. CLEBSCH GORDAN COEFFICIENTS OF MAGNETIC 
SPACE GROUPS 

We denote by IkllqZ) the (qZ)th basis belonging to the 
irreducible co- representation Dk". The CG coefficient 
<ktlltqjZj: k21l2qZZ21 T3k31l3Q3Z3) connects the product func­
tion Ikl ll lq l Zl: kzllzqzZz) with the (q3l3)th function 
I T3k31l3q3l3) belonging to the T3 repetition of the irre­

ducible co-representation Dk
3"3, in the Kronecker inner 

direct product D t
l"l.g D k2"Z, i. e. , 

(13) 

Qa=1, 2, ... ,ra, la=l, 2, ... ,Pa for co-representations 
of type (a), 
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q.=I, 2, ... , 2y., l.= 1, 2, ... ,Pa for co-representations 
of types (b) or (c). 

This is a straightforward generalization of the symbols 
used in Ref. 31. Here q denotes the block and l is the in­
dex within each block of the magnetic space group co­
representation. We have suppressed the index w. de­
noting the factor system; it is to be remembered that 

'fIa,j3EM. (14) 

If we put the matrices given in Sec. 2 for the co­
representations characterized by the three k vectors 
(kl , k2' k3) in Eq. (27) of Ref. 31, we obtain a set of 
homogeneous equations in the CG coefficients of the mag­
netic space group. The summations in these equations 
will be restricted to elements n!=l Ki.J.(k.) where 

Ku(k) =K(a;lka). 

Depending on the Wigner types to which the three co­
representations characterized by the three k vectors 
(ku k2' k3) in the triple product belong, the different 
cases can be classified in six categories, given in Table 
I. We now will give the sets of linear homogeneous 
equations in the CG coefficients for one case from each 
category. The bases forming the different repetitions of 
the same irreducible co-representation have been as­
sumed to have the same transformation laws. 

The cases that have been given here, do not contain 
any co-representation of type (b). In the other cases in 
each category, co- representations of type (b) occur in 
place of one or more of the co- representations of type 
(c). To obtain the relations for these cases we make the 
following substitutions at the appropriate place in the 
relations from that category, given here. 

(i) In the argument within L:.(k), yk. i • is replaced by 

- k.i •· 

(ii) w (u 8y)* w (8y y-Iuy)rlt."a(a-.1 y-luya . )* 
a' a' mana' a J a 

X <P2(ia ,j., ka ; t(u), u) is replaced by 

r~::,: (ai! ua j.) <PI (ia, ja, ka ; t(u), u). 

( ... ) (8 -1 )rka"a ( -I -1 )*-'- (0 0 k 0 t() ) 
111 Wa y,y uy mana aiaY uya ja "'3 Za,)a, a, U ,u 

is replaced by 

Category I. Case 1. 

(kl iJ.l i l m l; k2' iJ.2i2m2173k3iJ.3i3m3)(f/d3)Oj3j3 0"3"3 

= ~(k1il + k2i2 - k 3i ) 

X . .0. [(k1/J- J 1n l ; k2/J-J~2ITsk3iJ.3hn3) 
J 1

n1fJ 2"2 

TABLE 1. CategorIzation of the equations in the Clebsch-Gor-
dan coefficients for the different types of co-representations 
characterized by the vectors kt. k.i. ks in the first Brillouin 
zone that appear in the triple product. 

Different Types of co-representations Categories of linear 
cases characterized by the vectors homogeneous 

equations 

kt k.i ks 
a a a I 

2 a a b II 
3 a a c 
4 a b a III 
5 a c a 
6 b b a IV 
7 b c a 
8 c c a 
9 a b b V 

10 a b c 
11 a c b 
12 a c c 
13 b b b VI 
14 b b c 
15 b c b 
16 b c c 
17 c c b 
18 c c c 

w a(u,8y) .0 r:·"~ (ajluaja) <PI (ia,ja, k.; t(u), U)Pja". ia" •• 
jana an a , 

(iv) wa(8uy, 8y)r:a~a(a;luyai )<p4(ia,ja, ka ; t(u),u) is 
a a a a 

replaced by 

We use the following notation: 

~ (k) = 1 if k = 0 or a reciprocal vector, 

o otherwise, 

da = dimension of the co- representation nka"a, 

f = order of the factor group MIT. (15) 

The occurrence of the ± sign in some of the following 
equations is due to the equivalence of the co-representa­
tion of type (a) with any of the two signs. Consistent 
use of either the upper or the lower sign will be valid. 

The equations resulting from the omission of the second term on the right hand side of Eq. (16) will give the 

465 J. Math. Phys., Vol. 17, No.4, April 1976 Po Rudra and M.K. Sikdar 465 



                                                                                                                                    

relations from which the CG coefficients of ordinary space groups can be obtained. 

Category II. Case 3. 

<k1 iJ.l i lm l; k2iJ.2i2m2i T3k3iJ.3i 3m 3) (rid3 ) 5, i' 5n n' . 3 3 3 3 

=.6.(~il +~i2-ksi3). I; <~iJ.li1nl;~iJ.:d2n2iT3ksiJ.:J3n3>I; (_~ q,l(i.,ja,k.;t(u),u)r::~a (a;!ua j ») 
1 1"1,12"2 u a_ ,2 

(17) 

(18) 

+ (kliJ. dtnt; kZiJ.:Jznzi T3k3iJ.3r3 + j:\n:\)*.0 w 3(u, By) w3(By, y-Iuy)* q,3(i:J3, k3; t(u), u)* 
u 

(19) 

Each case in this category will contain six such sets of equations with appropriate substitutions. 

Category III. Case 5 

(ktiJ.lilml; k2iJ.2i2ni 2i T3k3iJ.3 i 3J)/3> (f d 3) 5'3'3 5n3n3 

=.6.(kji +ku -k3i ).:0 [<ktiJ.jjjnl;k2iJ.:J2n2iT3k3iJ.:J3n3>E (F\ <I>1(ia,ja'k.;t(U),u)r~;~(ai~uO!j)) 
I 2 3 )l nl' )2"2 u a-I. 
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x w2(8uy, 8y) 

k2"2( -1 2 )rk3"3( -1 )*pl p3* ] 
X r m n Q1i 2

UY Q1j2 n3Q1i3UQlj3 1 1. ·3 3· • 
22

m
3 j " "1"1 '". '3"3 

Each case in this category will contain 2 such sets of equations. 

Category IV. Case 8 

(k1iJ.l i l m l; kziJ.2i2m21 T3k 3iJ.3i3n1 3> (f/d3) OJ j' On ". 
3 3 3 3 

X"" (. . k' t() ) "" (. 'f k . t() )* rkt"l (-1 ) r k2"2( -1..-1 )* r k3"3( -I )* "'2 12,]2, 3, U ,U "'I 13,J~, 3, U ,U m" Q1i UQlj m" Q1i"Y UYQl j m n' Q1 j UQl j• 
11 1 1 22 2 2 33 3 3 

r k1"1 (-1 2 ) rk2"2( -1 -1 )* rk3"3( -1 )*p3* ) 
X m" Q1i I

UY Q1jl m" Q1 i Y uyQl j 3Q1i3UQlj3 33 • 
1 1 2 2 22m3" j " • j 3"3 
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(24) 

(25) 

Each case in category IV will contain four such sets of equations. 

Category V. Case 12 

-,-( .. Irt() )-,-( .. k t() )*rkl"l( -I )rk2 "2 -I 2 )rk ,,( -12 )*pl X '1'4 Z2,12,""2; U, U '1'4 Z3,]3' 3; U, U m "I Cli UCljl m" \Cl i2Uy Clj 3 3 Cli 3UY Clj3 ·1 I . 
I I 2 2 2 m3"3 J " ,J!"! 

(26) 

=~(k!i -yk 2i -k3i ) :0 (k!f.i.dlnl;k2f.i.2r2+hn2 iT3k3f.i.J3n3) 6 w2(u,8y)*w 2(8y,y-tuy) <PI(il,j!,kl ; t(u),u) 
I 2 3 jl"I'J2"2 u 

k " k " k" 
X <P2 (i2,j2' k 2; t(u),u)<pI(i3,j~, k3; t(u),U)* r ml"1 (Cl;IUCl j ) r,; "2(Cljy-IUYClj )* r m3 )(CljIUCl j .)* 

II I I 22 2 2 33 3 3 

(27) 

= ~(k1i + k.Ji + yk3i ) 6 (kl f.i.ljln l; k2f.i..J2n 2i T3k 3f.i.3r 3 + j3n3)6 W3(U' 8y) w3(8y, y-luy )* 
1 2 3 i

1
nl'i

2
n

Z 
u 

(TI <PI(ia,ja,k,; t(u),u) r~a~a(CljIUClj.l)<P2(i3,j3,k3; t(u),U)* r~")(Clj31y-IUYClj'3) 
\a=1,2 aa a 33 
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k2"2( -I 2 ) k3"3( -I -t. )pl 
X r m" Ci; uy Cij r m" Ci; I' UYCi j I I , 

2 2 2 2 S 3 3 3 j", JI"I 
(28) 

(29) 

X "'4 12,]2, 2, U,U "'4 13,13, 3, U,U I Ci; UCijl m" Cii2U'V Cij m" Ci; Uy Cij II .>. (' , k 't() ).>. (. , k ·t() )*rkl"l( -I )rk2"2( -1 2 )rk3"3( -I 2 )*pl ] 
ml" I 22 2333 3 J",j2"2 

=~(k1i -YkU -k3i ) ~ [<kt/.LJlnl;kz/l2r2+j2n2[T3k3/l3r3+hn3) 
1 2 3 jl"l' j2"2 

x ~ w2(u,l1y)* w2(l1y, y-1UY )<PI (i l ,jl' k l; t(U), U) <P2(i2,jz, kz; t(U), U) <PI (i3,j~, k3; t(U), U)* 
u 

=~(k1i +kzi +yks;) ~ [<kl/lJlnl;k2/l2jzn2[Tsk3/l03n3)6 w3(u,l1y) 
I 2 3 j

l
nl'i2nZ u 

X w3(l1y, y-Iuy)* (ll <PI (i.,j., k.; t(U), U) r:<·(a;luCi j ») <p2(i3,j~, k3; t(U), U)* 
a=1,2 a a a a 
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(30) 

Each case in category V will contain twelve such sets of equations. 

Category V I. Case 18 

(31) 

x'" (. . k· t() ) ... (. ., k . t() )* rkl"l ( -I -I )* r k2 "2( -I ) rk3"3( -1 )* "'I 12')2' 2, U ,U '<'I 13,)3, 3, U ,U m n Ql i Y UYQlj m n Qli UQlj m n' Qli UQli'o 
II 1 1 22 2 2 33 3 3 

(32) 

x:0 wz(Buy, By)* w2(By, y-Iuy) <1>4 (iU.il ,kl ; t(U), U) <1>3(i2,.i2' k Z; t(U), U) 
u 

(33) 

X <1>21a,)a' a, U ,U m n Qli Y UYQlj "'1 13,)3' 3, U ,U m n' Qli3UQlJ~3 ( n ( .. k ·t() ) rka"a( -1 -I )*) ... ( .. , k ·t() )*rk3 "'3( -1 )* 
a=l,2 aa a a 33 
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=A(-yk1· -yk2. -k31 ) :0 (klf.1.Jlnl;k2f.1.J2n2hk3f.1.3r3+j~n~)*:0 w3(Ouy,9Y)*W3(9y,y"IUY) 
'I '2 3 J1"I,J2"2 " 

X (n <P3(i.,j., k.; t(U), U) r~<·(aily"IUyaJ )*) <P4(i3,is, k3; t(U), U)* r:33:33(ai31Uyai3)* • 
a=1,2 aa a a 

(34) 

=A(kji +k2i +yk3i ) :0 (klf.1.Jlnl;k2f.1.J2n2IT3ksf.1.3r3+j3n3):0 w3(u,9Y)W3(9y,y"IUY)* 
1 2 3 J1"I,J2"2 " 

x( n <PI (i.,j., k.; t(U), U) r:.:.(ai!ua J)) <p2(i3,j~, k3; t(U), U)* r:tJ(ai3
1y"luya ft3) 

.=1,2 •• 33 

(35) 

(36) 

(37) 

=A(-yku1 - ykU2 +yk3i ).:0 (klf.1.1rl+jlnl;kzf.1.2r2+hn2IT3ksf.1.3r3+j3n3):0( n <P2(i.,j.,k.;t(U),U) 
3 J 1"I,J2"2 " .=1,2 

X r~·~a(aily"juyaJ )*) <P2(i3,j3,k3; t(U),U)* r~3':l(aily"juyaft) .a·· 33 3 3 

(38) 
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472 

x <l>l(is,jL ~;t(U), U)* r:3j(~j~U(Yj')* + (k1J..L 1r 1 + j1n1 ;~J..L2r2 + j2~ I T3~J..L3j~n~>* ~ ( n <l>4(i. ,j ,k ;t(u), U) 
3 3 3 u a=1,2 a a 

xr~.~a(~i1uyl]!j )) <l>4(is,js,ks;t(u),U)*r!s~s(~j1UyaJ' )*J 
aa a a 33 3 3 

= Ll(kll - y~i - kgl ). ~ ~k1J..Ld1n1;~J..L2rz + j zn2 1 Ts~J..LsYs + jsns> "6 W2(U, eY)*w2(8y, y1UY)<I>l(i u ju k 1;t(u) , U) 
1 2 3 J1"l'i2 n2L u 

X'" (' , k ,t(·) )'" (' 'f t.. 't() )*rt1"1( -1 )rt I" (-1,,..1 )*rts"3( -I )* "'2 12' J2' 2' U ,U "'1 l3,JS'~' u ,U '" n 0'1 uaj ",2n2al f Uyaj '" n' 0'1 uaj• 11 1 1 22 2 2 S3 3 3 

+ (k1J..LIY1 + j1n1;~ J..L 2j zn2 1 Tsk3 J..L3j~n~)* ~ Wz( flu 1', ey)* W2( ey, y-1UY)<I>4(i p ju k 1;t(u), U) 
u 

=Ll(-ykli +~i -~i)."6 r(klJ..L1rl+j1nl;k2J..LJ2n2ITskgY3+jsna>~Wl(U,eY)*Wl(8y,y1UY) 
1 2 3 11"1')2"2 L II 

x <I> z(ip ju kl ;t(U), U)<I> l(i z, j2' kz;t(u), U)<I>1 (i3, j~,~;t(U), U)* r~I';,I(aj1y-lUYaj )*] 
1 1 1 1 

XW 1(ey, y 1uY)<I>s(it> jU k 1;t(U),U)<I>4(i2, j2'~; t(U),U)<I>4(i3' js,kg;t(U),U)* X 

X rk1"1(a:1y-1uYa. )* rk2"z(a-1UYa. )rts"s(a-1uYa. )*] 
mInI "1 Jl m2"2 i2 12 m3"3 i3 13 

= Ll(-;kli - yk21 -~i )."6 [<k1J..L 1r 1 + j1n1;kzJ..L2Y2+ jznzl T3~J..L3YS + j3na) ~ W3(u, eY)*W3(ey, y 1UY) 
1 2 3 J 1"1,12"2 u 

X ( n <l>2(i., j.,ka;t(u),u)r!?~a(aj1y-1uyaj )*) <l>1(i3,j3,~;t(U),U)*rt3"3(ajlua.,)* 
a::1,2 a a a a m3n§ 3 '3 

+ (kr/1d1n1;~/12jznzl Tsks/1sj~n~>* ~ws(8UY, eY)*Ws(ey, y 1UY) ( n <l>s(ia,ja,k.;t(u),U) 
II a=l,2 

xrta"a(a-ly1Uya. )*) <I> (i j ~,t(U) U)*rks "3(a: luYa )*J 
mana ta la 4 3'~ 3' , , m3"3 13 i3 

= Ll(kli1 - y~lz + f'ksl s). "6 [<k1/1dl nl;kz /1zrz + jznzl Ts~/1sj3nS>"6 W1(U, 8Y)w1(ey, y1za)*<I>I(iu jU k 1;t(U),U) 
11"P}2"2 u 

X<l>Z(i z,j2' k2;t(u), u)<I>2(is ,j~, ~;t(U), U)* r t1"1(aj1Uaj )r~Z~2(ai1y1uYaj )* rt3"S(ajlylUyaj') 
"'1"1 1 1 Z Z Z 2 m3n~ S 3 

+ (kl /1lrl + jlnl;~J..Lzjzn21 TsksJ.L3Ys + j~n~)* I; WI (&UY, eY)W1 (ey, y-lUY)*<l>4(i}>j1' k 1;t(u),U) 
u 

= Ll(kU + ~i + ;k3i ).~. [<klJ..Ldlnl;~/1zj2n21 Ts~J..L3j3n3> 
1 2 3 11"1,)2"2 

xI; W3(U, eY)Ws(ey, yl1ly)* ( n <l>l(ia,ja,ka;t(u),u)r~~.(ajluaj)) 
u a=l,2 a a a a 

X<I>2(i3,j~, kg;t(U), U)* r~~~(aily-Iuyal") + (kl /1lrl + ilnl;k2/1zY2 + j2n21 T3~ /13YS + j~n~>* s s 3 S . 

x"6w3(&/iY, eY)w3(8y, y 1UY)* (n <l>4(ia,ja,ka;t(u),u)r:a~a(ll'j1UYll'j)) 
u a::l f 2 a a a a 

X <l>s(is ,j3' k3 ;t(U), U)* r!,s~s( a-II y1UY Il'. )1 
33 s 13'J 

=Ll(-rKri +~i2+Yksi) X. ~ [<k1/11Y1+j1n1;~J..L2j2n2ITs~/1sj3n3)~W2(U,eY)w2(8y,y1UY)* 
1 J 1"I,J 2 "2 II 

x"E,wz(thlY, eY)wz(ey, y1UY )*<I>3(iu juk1;t(U),U)<I>4(iz, j2,~;t(u),u)<I>s(is, j3>~;t(u),u)* 
u 

xrtl"1(Cl!:ly-1uya. )*rk2"2(a:1UYa. )rt3"s(a:1y1uYa )] 
mIn! 11 J 1 m 2"2 '2 12 mSn3 "3 i3 
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x rta"a(ajlylUya. )*) <P 2(i3> j~, ~;t(U) ,U)* r t3"S( Ot;1y-1urOt,,) + (k1Ildlnl;~J.i,2j2n217'3~1l3r3 + j~n~>* 
ma.na a 'a m3"; 3 3 

(39) 
X 6 ( IT <ps(i., j ,ka;t(u),U) r!,a~a(aily-1Uyaj )*) <P 3 (is , js,~;t(u),u)*r~;"~(ailyluyaj )] = O. 

u a=1,2 a a a a a 3 3 

Each case in category VI will contain 24 such sets 
of equations. 

To obtain the CG coefficients we solve the cor­
responding sets of equations together with the orthog­
onality relations of the CG coefficients [cf. Eq. (28) of 
Ref. 31]: 

6 (k1 /-LlqU~ ;~/-L2q~l~ I 'G~/-L~q~l~)* 
Ql l 1,Q'2 Z2 

Ql l 1,Q2 l i 

X(kllJ.lqll1;~1J.2q2l217's~IJ.Sq3l3> 

x(~ /-Llq~li I ~ /-Llqlll >( ~/-L2q~~ I ~J.i,2q2l2) 
= (\'T (\: ••. 0"." (7'3~/-L3q~l;I7'3~/-L3q3l3)' (40) 

3 3 3-:3 S 3 

If CG coefficients are wanted for some other equiva­
lent co-representation Db(a)' connected with the 
matrices Dk"(a), used here, by the relation: 

DkalJoa(a)' = V;lDta"a( alVa [. 1, 

V!V.=E, 
(41) 

then the new CG coeffiCients (ktIl1q1l1;~1l2q2l217'3ksIl3q3l3)1 
are connected with the old CG coefficients 
(k11l1q1l1; ~1J.2q2l217'3k31l3q3l3) by the relation: 

(k11J.1qlll ;~/-L2q2l217'3ksIl3q)3) 

6 (kl/-Llq~l~;k2/-L2q~l~ l7'sks/-Lsq;l~)1 
eli 'i ,Q'izi,q;l; 
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Solutions of the three mag non bound state equation. I 
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Recently several unphysical solutions of the three magnon bound state equation for the isotropic 
Heisenberg Hamiltonian have been found, and one unphysical solution for the Hamiltonian with 
longitudinal anisotropy has been computed. Here we complete the work for such unphysical solutions for 
all anisotropy from the Ising to the isotropic Heisenberg limit by directly solving the integral equation. 
Two types of wavefunctions are constructed. The eigenvalue of the first type satisfies a cubic equation in 
general, but gives only a real root in the Ising limit and a pair of complex conjugate roots in the isotropic 
limit. The other type has a single eigenvalue; this one, previously known numerically. is shown to have a 
simple analytic form. 

I. INTRODUCTION 

The equation for three magnon bound states, Eq. (4) 
below, for a Heisenberg linear chain with only longitu­
dinal anisotropy was found, 1_3 and its physical solution 
was numerically computed some time ago. In a recent 
interesting work, Van Himbergen and Tjon4 have dis­
cussed several unphysical solutions, besides the physi­
cal solUtion, for the isotropic case, and one unphysical 
solution for the general anisotropic case. The existence 
of an unphysical solution for the isotropic case is also 
apparent in a recent computation of the eigenvalues by 
Millet and Kaplan. 5 Their presence can be seen ex­
plicitly in the simplest way by going to the Ising limit 
when the kernel of Eq. (4) becomes separable. 2 The ex­
istence of these unphysical solutions has to be attributed 
to the fact that the three magnon bound state equation is 
derived by utilizing Dyson's ideal spin wave transforma­
tion6 or by making equivalent introduction of extra states 
into the physical Hilbert space. 3_5 

The method of Van Himbergen and Tjon is to construct 
three magnon states by USing a Bethe-type ansatz7 on 
the Dyson Hamiltonian and then to verify that some of 
them satisfy the bound state equation. Their method is 
indirect. Also their work is incomplete as far as the 
solutions for the general anisotropy is concerned. The 
one eigenvalue they report has in fact a simple analytic 
form which they have not noticed. Besides, there are 
other solutions corresponding to the complex solutions 
found for the isotropiC case. The purpose of this work 
is to solve the three magnon bound state equation direct­
ly for any anisotropy and complete the work of Van 
Himbergen and Tjon for these unphysical states. 

Our method is as follows. By studying the equation, 
it is possible to guess the term in the denominator of 
the wavefunction. As an ansatz we take the numerator to 
be a finite Fourier series. Then we note that the coeffi­
cients of the wavefunction and the eigenvalue can be 
computed by arranging for the cancellation of the branch 
cut of the off-shell extension of the two-particle t 
matrix. The fact that this cancellation might take place 
was already noted earlier for the solution of the Faddeev 
equations for three particles in one dimension interact­
ing pairwise via the delta function potential. 8,9 

II. THE BOUND STATE EQUATION 
We consider the Hamiltonian 
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(1 ) 

where J>O, i goes from 1 to N, and 0 jOins the nearest 
neighbors (N + 1 '=' 1). We restrict to the case 0"" 0"" 1. 
The Dyson transformation6 leads to the ideal Hamiltonian 

H=~J:B 17j(17j - O1'Jj +o) 
},o 

+ iJ:B 17j17j+o(01'J;+ 01'J:+6 - 217j 17j +6), 
J.6 

(2) 

17j and 17} are creation and destruction operators, re­
spectively, of an ideal spin deViation quantum at site j. 
The ground state has all the spins aligned. The spin 
waves result when a Single reversed spin moves along 
the chain. If two spins are reversed, their interaction is 
represented by the t matrix1 

(AJ,J.I tl Ap) 

4J cosJ,J.(OCOSA- COSp)02 COS2 A[(1 _ Z)2 _ 0 2 COS2 A 1/2 
= - N (1 - z) (1 - Z)2 _ 0 2 COS2 A}1 2 - (1 _ z _ 0 2 COS2 A)] . 

(3) 
z=E!2J, E is the energy of the two spin deviations, 2A 
their total momentum, and J,J., p their relative momenta 
in the final and initial state, respectively. The t matrix 
in (3) is separable. With this observation, the Faddeev 
equations for three spin deviations can be Simplified. 
One finds that the bound states of the three spin wave 
deviations are determined by the equation 

if cos21.p it( ) _ 2 1 

PI - t[3 - E - ocos(K - PI)] 

Xit(P2)' 

E is the eigenvalue of the three particle bound state in 
units of J. K is the total momentum of the three-spin 
deviations. 

Notice that the two-spin deviation t matrix has a pole 
at the two-spin deviation bound state 
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Z =~(1 _ 0"2 COS2,\), 

and also a pole at 

Z= 1. 

(5) 

(6) 

This is the unphysical two magnon bound state. Van 
Himbergen and Tjon show that this corresponds to having 
two ideal spin deviations on the same site, something not 
possible for the Heisenberg chain with SI = ~. For the 
three magnon problem, they find (a) the three magnon 
continuum, (b) a continuum of physical scattering states 
where one magnon scatters against the physical two 
magnon bound state of Eq. (5), (c) a continuum of un­
physical scattering states where a magnon scatters 
against the unphysical Z= 1 bound state of Eq. (6), (d) 
the physical bound state E B = HI - cosK) , (e) a real un­
physical eigenvalue Eu= 7/8, and (f) a pair of complex 
conjugate eigenvalues Ec=2.063±i 0.4961. For the case 
of anisotropy they numerically compute an unphysical 
eigenvalue, besides the physical one. Our main concern 
in this paper is with (e) and (f) for all values of 0" between 
o and 1. 

III. THE ISING LIMIT 

In the Ising limit2 a-O, and with E*3 we get from (4) 

1 
(2 -Ehr 

x i' [COS~(PI - P2) + cos(2K - %Pl - %P2)]>l1(P2) dP2' 
-F (7) 

The kernel is separable, and we get three eigenfunctions 
corresponding to the eigenvalue 

E[=I, 

>l11(P)=cos~p, >l12(p)=sin~p, 

>l1 3(p) = cos(K - %p). 

(8) 

(9) 

The value E = 3 corresponds to the three free spins in 
the Ising limit when the overturned spins are not neigh­
bors of one another. When these are indeed side by side, 
only two bonds exist joining up to down spins, giving E 
= 1. That there are three eigenfunctions, two more than 
the expected physical solution, shows the presence of 
unphysical states. Notice the presence of half-integral 
multiples of the momentum in the eigenfunction. 

IV. GENERAL ANISOTROPIC CASE 

A finite Fourier series in the numerator of >l1 could 
provide solutions of (4), provided we could guess the 
singularities, if any, in the denominator. Examining 
(4), we find two functions of PI in the denominator, one 
containing the square root. Now in the problem of the 
delta function potential, 9 this branch cut singularity is 
cancelled from the result of integration over the wave­
function. Bearing the close analogy in mind, we leave 
out the factor with the square root, so that the denomina­
tor is taken to be t[3 - E - acos(K - PI)]' and the solu­
tion put as 

>l1(p) = F(p)/t[3 - E - O"cos(K - p)]. 

F(p) is hopefully a finite Fourier series. Define 

exp(iP2)=Z, F(P2)=](Z), 
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(10) 

(11) 

Then the equation for F (equivalently]) is 

1 • ( f3 - O"COS~Pl)_1 
F(Pl) = 4 COSaPl exp(zPl) 1 - (flZ _ 1 )1/2 

[Z + exp[2i(K - PI)]] ]) 
x . ] (z [Z2 - 2zQ exp(iK) + exp(2zK) , 

(12) 

where we use 

a=3-E, Q=a/O", i3=[Q-COS(K-Pl)]!2cos~Pl' (13) 

The contour of the integral in (12) goes around the unit 
circle. Notice that the poles are 

ZI,2= [i3=F ([12 _1)1/2] exp[i(K - p/2)], 

(14) 

Since zlz2=exp[2i(K-p/2)] and Z3Z4 = exp(2iK) , that is, 
the moduli of the products are unity, one of the poles ZI 
and Z2 and another of Z3 and Z4 must lie inside the unit 
circle. We assume ZI and Z3 are those inside. Another 
fact of crucial importance is that 

(15) 

Hence the term that cancels the branch cut ([12 - 1 )1/2 
must come from the pole ZI' there being no other pos­
sibility of generating (f32 _1)1/2. 

A. The first type of solution 

To get a form of F(Pl)' we note that we have to get 
rid of the branch point at z=O. The factor ZI/2 and the 
solutions (9) suggest the ansatz 

(16) 

So 

(17) 

Hence the branch point at Z = 0 is reduced to a pole. We 
have to determine now C_" co, c" and the eigenvalue E 
so that on substituting (17) into the integral (12), we 
generate F( PI) on the left-hand side. 

Carrying out the integral in (12), we get 

c_ l exp(- iPl) + Co + c 1 exp(iPl) 

= 2 (1 _ {3 - O"cos~Pt )_1 [13 - O"COS~Pl 
- ([32 _1)1/2 ([:l2 _1)1/2 

X [i3kl exp(- iK + ip/2) + C1 exp(iK - ip/2») + Co 

+ ([32 - 1 )1/2 (C_ l exp(- iK + ip/2) - c l exp(iK - ip/2)] 

+ 2c_l (13 - acos~Pl) exp[ - i(K + p/2}] 

2 cos~Pt (13 - 0" costh) . . 
- (Q2 _ 1 )1/ 2 [Q(c -1 exp( - zK) + c l exp(zK») 

+ Co + (Q!2 - 1)1/ 2(C_l exp( - iK) - Cl exp(iK»)] 

+C_ l exp(- iPl) + C_ l exp(- 2iK+ iPl) + coexp(- iPl) 

+ 2QC_ l exp(- iK - iPl) 
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1 
(a2 _ 1)1/2 [cos(K - PI) + a COSh - i(a2 - 1 )1/ 2 sinpll 

x [a(c _1 exp( - iK) + c 1 exp(iK) 

+ Co + (a2 _1)1/2(C_1 exp(- iK) - c1 exp(ik» lJ. (18) 

The first term on the right within the large square 
brackets comes from the pole z = ZI and part of it has 
the correct factor to cancel the branch cut ({f _1)1/2 
We rewrite this term as 

_ (1- p- acosiP1) 
({f _1)1/2 

X [/3(c -1 exp(- iK + ip/2) + c1 exp(iK - ip/2» + col 

+ /3(c_lexp(-iK + ip/2) +c1 exp(iK - ip/2»+ Co 

+ (/3- acosiPl)[C I exp(- iK + ip/2) - c1 exp(iK - ip/2]. 

(19) 
The first term of (19) gives a part free of the branch cut 
(ff _1)1/2 and can be equated to the left side for solving 
c_l> co, c p The remaining terms all have to vanish by 
proper choice of E. Hence 

c_1 exp(- iPl) + Co + c1 exp(iPl) 

= - 2(c_1 exp(-' iK)/3exp(ipr/2) 

+ c 1 exp(iK)13 exp(- ip/2) +co). (20) 

The solution is 

c_1 = x exp(iK) , c 1 = x exp(- iK), co= - tax, (21) 

with x arbitrary. With (21), all the remaining terms of 
(18) and (19) vanish if we choose 

(22) 

which gives a cubic equation for the eigenvalues E: 

E3 _ E2(7 _ i a 2) + E(15 - t a 2) - 9(1 + ia 2 - ia 4
) = O. (23) 

The eigenvalues of (1) are independent of the sign of a. 10 

Equation (23) shows that the same holds for these un­
physical states. In the a=O limit, we have E=I, E=3 
being the "continuum. " For a= 1, (23) factorizes 

(E - 2 )(E2 - ¥ E + t) = O. (24) 

As discussed below, E = 2 corresponds to the edge of the _______________________________________J 

TABLE I. Eigenvalues of Eq. (23) for different 
anisotropies. 

(F El E2 and E3 

0 1. 000 00 
0.1 1. 006 27 2. 99249±i 0.00040 
0.2 1. 025 31 2.969 85±i 0.00154 
0.3 1. 05786 2.93170 ±i 0.00519 
0.4 1. 105 32 2.87734±i 0.01246 
0.5 1. 170 11 2.80557 ±i 0.02492 
0.6 1. 25647 2.71426±i 0.04448 
0.7 1. 37250 2.59938±i 0.07395 
0.8 1. 537 21 2.45140 ±i 0.11853 
0.9 1. 82309 2.23408 ±i 0.20131 
1.0 2.06250 ±i 0.49608 

unphysical continuum, where the integral around the 
unit circle is singular. Hence we get two roots 

(25) 

obtained by Van Himbergen and Tjon. For 0< a< 1 we 
have three roots, tabulated in Table I. The unphysical 
real root starts at E= 1 for a= 0 and hits the unphysi­
cal continuum at a= 1. The pair of complex conjugate 
eigenvalues, on the contrary, is well defined at a= 1 
and hits the continuum at a= O. 

B. The second type of solution 
The reduction of the branch point at z = 0 to a pole at 

z = 0 can be achieved by having a COSiPI = Hz + 1 )Z-1 / 2 
factor but also by a siniPl = (l/2i)(z - 1 )Z-I/2 factor. As 
an ansatz we start with 

F(Pl) = cosi PI (c_l exp(- iPl) + Co + c1 exp(iP1» 

(26) 

So 

(27) 

We have to fix six constants co, c_1, Cu bo, b_1, b1 and 
the eigenvalue E. Substitute (27) into (12) and try to 
arrange for the cancellation of the branch cut (ff _1)1/2. 
Examining the pole at z = Zl' we get a contribution 

( 1- /3- aco~tf1 )-1 /3- a COSiPl (2/3COSiP1[c 1exp(-iK+ iPl/ 2 ) +c1 exp(iK -ip/2) 1 + 2cocosiPl + (ff -1)1/22cosip1 
({f-l) (132_1)1/2 -

x [c_1 exp( - iK + ip/2) - c1 exp(iK - ip/2)] + 2i COSiPl [i sin(K - PI) + i/3 siniPl - (ff - 1 )1/2 COSiPll 

{/3[b_1 exp( - iK + ip/2) + b1 exp(iK - ip/2)l+ bo + (j32 - 1)1 /2[b_1 exp( - iK + ip/2) - b1 exp(iK - iP/2)l}) 
x . 

[i3costPl - ct + i(/32-1)1/2 s intptl 

We could extract from (28) a part free of the branch cut 
provided the denominator (i3COSiPl - a + i(ff _1)1/2 sinip1) 
can be cancelled. This is achieved by a suitable 
choice of b;'s. Let 

b_1 exp(- iK) = b1 exp(iK) = y, bo= - 2ay, 

y arbitrary. Then (28) becomes 

( 
/3- acosih)_l 13- acosih {t:I 1 

1- (ff_1)1/2 (ff_l)I/2 2/-,COS"P1 

(29) 

X (c_1 exp( - iK + ip/2) + c 1 exp(iK - ip/2) + 2co COSiPl 
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+ (ff _1)1/22 cosih[c_1 exp(- iK + ip/2) 

- c 1 exp(iK - ip/2) 1 + 4iy COSiPI 

x [i sin(K - h) + ii3siniPI - (ff - 1 )1/2 COSiPll}. 

By rearrangement we write 

- 2Pcosipl[c_l exp(- iK + ip/2) + c1 exp(iK - ip/2)) 

- 2co COSiPI + 4y COSiPI sin(K - PI) + 4y siniPI 

( 
/3 - acosl.p )-1 

x {:JCOSiPI + 1 - (ff _1)1/2 1 [ .. ']. 
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The terms [ ••• ] can be lumped with other terms of the 
integral with the same prefactor. We now equate the 
left hand side with the terms free of (if - 1)1/2. The left­
hand side is 

COSiPl [col exp(- iPl) + Co + C l exp(iPl)] 

+ siniPl [b_ l exp( - iPl) + bo + bl exp(iPl) 1 
= COSiPl (c_ l exp( - iPl) + Co + C l exp(iPl) 

+ 2y siniPl [cos(K - Pl) - et1 

Equating this to 

[cos(K - P1) - et][c_1 exp(- iK + ip/2) + c1 exp(iK - ip/2)1 

- 2co COSiP1 + 4y cosiPt sin(K - Pl) 

- 2y siniPl [cos(K - P1) - et], 

we get the solution 

co= 0, c_l exp(- iK) = - cl exp(iK) =ix, x/y= - 2. (32) 

With the constants co, c_u Cu bo, b.1 bl fixed, the re­
maining terms can be made to vanish if we choose 

a - (a 2 _ 1)1/2 = tao 
Hence the eigenvalue is 

E=1-ta 2
• 

(33) 

(34) 

Van Himbergen and Tjon have numerically solved (4) at 
K = 11 and found this eigenvalue. Since E is independent 
of K, their calculation would have been sufficient to find 
E, but they have not realized that their numerical values 
have the simple analytical form (34). 

C. Scattering states 

By studying the integral in (12), it is possible to in­
dicate where the unphysical scattering states correspond­
ing to the scattering of one magnon on the unphysical two 
particle bound state of Eq. (6) exist. The two poles [a 
± (et 2 

- 1 )1/2] exp(iK) are image points with respect to the 
unit circle. So long as one lies inside and the other out­
side, the integration can be carried out without difficulty. 
If, however, we vary energy so that (l!2 becomes equal 
to 1 or E = 2, the contour becomes "pinched" between 
two poles and the integral is singular. As long as a 2 

- 1 
remains less than zero, there are two poles moving 
uniformly along the unit circle in opposite sense. Final­
ly when E has increased suffiCiently to make et2 = 1 again 

477 J. Math. Phys., Vol. 17, No.4, April 1976 

(E = 4), the poles collide at the antipodal point and 
separate-one moves into and the other out of the unit 
circle. Thus for all the values of E between 2 and 4, 
the integral is singular. These are the unphysical scat­
tering states. 

V. DISCUSSION 

We have found two sets of unphysical bound states: 

>¥l(P)= cosip [a - 3 cos(K - p)1/[a - cos(K - pl], (35) 

where a is given by (22), and 

>¥2(p)={2 cosip sin(K - p) + sinip [cos(K - p) - a1}/ 

[a-cos(K-p)], (36) 

with a given by (33). In the isotropic case, Van 
Himbergen and Tjon have constructed the wavefunction 
of the physical bound state, but because of the vast 
amount of algebra they are forced to verify the solution 
numerically. Although the physical eigenvalue has a 
simple form, no analytic derivation has so far been 
given. We hope to be able to extend our method to that 
case. 
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Solutions of the three mag non bound state equation. II 
S. K. Mukhopadhyay and Chanchal K. Majumdar 

Theoretical Physics Section, Tata Institute of Fundamental Research, Homi Bhabha Road, Bombay 
4()()()()5, India 
(Received 9 April 1975) 

A unified derivation of all the unphysical bound state solutions of the three magnon bound state equation 
found so far is given by making a simple algebraic transformation of the variables in the equation. 

In an accompanying paper, 1 some solutions of the three magnon bound state equation 

are derived. The starting point is an ansatz for >Ir with a 
finite Fourier series divided by a factor obtained from 
a prefactor of the integral in (1). The finiteness of the 
Fourier series is assumed on the basis of the solution 
in the Ising limit. In this brief paper, we want to present 

(1 ) 

I z is the complex conjugate of z, and the pole y = z lies 
in the upper half-plane if d> 0, which we take to be the 
case. An important relation that simplifies the algebra 
should be noted: 

a different method where this particular point is justi- (Z2 + 1)(? + 1) = 16/[(1 + ~)(a + cosKn. (10) 
fied better. Also the present method gives a unified de-
rivation of the both the types of solution found in the II. SOLUTION 
previous paper. 

I. TRANSFORMATION OF Ea. (1) 

We introduce the variables 

x==: tantpl> Y:== tantp2' 

Equation (1) is transformed into 

>Ir(x):== 4 [1T('l' + cosK)(1 + X2)1/2 

x (X2 - 2x a ~i~~SK + ~ ~ ~~:~ ) ( 1 -; ) J -1 

f dy (1 (y2 + 1) / ) 
X _~(y2+1)3/2 -(x2+1)(y-z)(y-z) 

X(yg+h)>Ir(y), 

where we use the abbreviation 

a = (3 - E)/ (J, 

2 sinK a - 2(J - cosK 
f""'x -2x a+cosK + a+cosK 

2 4 3 sinK 2 2 (\'2 - 3 cos2K 
d = x -4x + x )2 a + cosK CO' + cosK 

4 sinK(a - cosK) (a - cosK)2 - 4 
- x (eI' + cosK)2 + (a + cosK)2 , 

2 (sinK - x cosK) i d 
z"'" (1 + ~)(a + casK) + 1 + ~ , 

g= x2 sinK + 2x casK - sinK, 

h = x 2 cosK - 2x sinK - cosK. 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 
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Notice the branch pOints y = ± i besides the poles y 
= z, Z. The branch points can be reduced to poles if the 
solution has a factor (1 + X2)-1/2, and the other prefactor 
in x in Eq. (3) supplies the denominator of the solution. 
We write 

>Ir(x) = (1 + X2J-1 / 2 (X2 _ 2x :inK K + a + cos~) -1 F(x). 
a cos a+ cos 

(11) 

Then F satisfies an equation 

F(x) = 1T(a + CO!K)(1 - // d) r: dy 

(yg+ h) (1 (l + 1)/ ) 
x(y2+1)2 -(~+1)(y-z)(y-z) 

( (2 2 sinK a - COSK) -1 
X F y) Y - Y a + cosK + a + cosK . (12) 

Since, by hypothesis, (11) exhibits explicitly all the de­
nominators of >Ir, it follows, by counting powers, that 
F( y) can have only a finite number of powers of y, that 
is, it must be a polynomial in y in order that the integral 
in (12) exists. We start with the ansatz 

F(x) = Co + c1x + C2 X2 + C3X3. 

We have to fix the constants co, c lI c2 , c3 and the 
eigenvalue E. 

(13) 

Substitute (13) into (12) and carry out the integral by 
closing the contour in the upper half-plane. We first 
note that the pole y = z will produce a factor f/ d, as Z 

-z = 2i d/ (1 + x 2
). There is no other contribution that 
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will cancel the square root in d. With the help of (10), 
we simplify the terms after integration and rearrange 
them to cancel the factor (1 - jl d). This leaves a poly­
nomial in x which has to be equated to the left-hand side 
F(x). Equating the coefficients of various powers of x, 
we get 

Co sinK - c l cosK - c 2 sinK 

+ C3(~ cosK + cos2K + 2)/(a + cosK) = 0, (14) 

1 . 1 (a+3cosK)2 _ 
cl"6(a+3cosK)+c2S1nK-C36 (a + cosK) -0, (15) 

. 1 (a 2 -9-3sin2K) 
coslnK+c16(a-3cosK)-c 3 6(a+cosK) =0. (16) 

The coefficient of x reduces to an identity and does not 
give any equation. One notices that (16) results from the 
addition of (14) and (15), so that we really have two 
equations for four quantities co, cl> C2 , c 3 • We have two 
choices. 

(i) Solution c2 *0, c3 =0: From (14) and (15), we get 

Co _~_ c 2 

- ta + cosK - 2 sinK - - ta - cosK' 
(17) 

Since Eq. (1) is a linear equation for >¥, one constant 
multiple remains arbitrary. With (17) we can make all 
the remaining terms of the integral on the right side of 
(12) vanish, provided we choose 
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(18) 

This gives the eigenvalue equation (23) of the previous 
paper. These solutions have the wavefunction (x= tanip) 

1 (2 2 sinK .::a:....--=.3-=c-=0=SK~) >¥(x) = x - x + 
(1 + x 2 )1/2 O! + 3 cosK O! + 3 cosK 

( 

2 2 sinK a - cosK ) -1 

X X - X O! + cosK + O! + cosK . (19) 

(ii) Solution c 2 =0, c3 *0: From (14) and (16) we get 

Co _ c1 _ c3 

- 2 sinK - a + 3 cosK - O! + cosK . 
(20) 

The remaining terms are made to vanish by choosing 

(21) 

The corresponding wavefunction has the form (x = tanip) 

... (x)- x +x ----,T, 1 ( 3 a + 3 cosK 2 sinK ) 
- (1 + X2)1/2 a + cosK (]I + cosK 

x (x2 _ 2x sinK + (]I - cosK ) _1. 

(]I + cosK (]I + cosK 
(22) 

The other possibilities co= ° or c 1 = ° do not lead to any 
solutions. 

lC.K. Majumdar, J. Math. Phys. 17, xxx (1976). All the 
references can be traced from that paper. 
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Comment on the reduction of an important 9-j symbol* 
c. Stassis and S. A. Williams 

Ames Laboratory-ERDA and Department of Physics. Iowa State University. Ames. Iowa 50010 
(Received 20 October 1975) 

An error in the formula for the reduction of an important 9-j symbol is pointed out, and the correct 
relationship is given. 

In problems of atomic and nuclear spectroscopy, 
the 9-j symbol 

occurs very frequently 0 In practice this symbol is re­
duced to the 6-j symbol 

whose values are tabulatedo 1 

For example, in nuclear structure calculations the 
strong spin-orbit interaction justifies the use of jj­
coupled wavefunctions, but the residual interaction may 
be taken to be spin-independent, In that case the LS­
coupled wavefunctions become a useful tool and the 
first-order energy shift for levels of angular momen­
tum J is given by 

E =~ (2h+ 1) (2j2 + 1) (2S + 1) (2L + 1) 
LS 

(1) 

All the 9-j symbols occurring here may be reduced by 
suitable formulas to simpler 6-j symbols or a combi­
nation of these for L *' J. For an interaction more gene­
ral than the I) potential both S = 0 and S = 1 contribute 
and for L=J, S=l, the 9-j symbol mentioned above 
occurs. 

The 9-j symbols appearing in Eq. (1) are also fre­
quently used in nonrelativistic, as well as in relativis­
tic atomic calculations2,3 (hyperfine structure, transi­
tion probabilities). In fact, to take full advantage of the 
symmetry properties of the atomic states, the atomic 
operators are expressed in terms of the tensors W,,>k)K, 
which are simply related to the generators of the groups 
Sp(4l + 2), R(2l + 1), R(3) and G2 (for f electrons) used 
in the classification of the atomic stateso The operators 
WK,k)K are nonrelativistic operators having rank K in 
the space defined by S, k in the space defined by Land 
of rank K in the space of J = L + S, The reduced matrix 
elements of WK,k)K are given by 
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(SLJII WK,k)K II S'L'J') = [(2J+ 1) (2K+ 1) (2J' + 1)]1/2 

X ) ~S ~S,', KKk ~ ~ ) (SLllwKk)lls'L'), 

where WKk ) is a double tensor whose reduced matrix 
elements are tabulated. 4,5 

(2) 

The relationship connecting the particular 9-j of 
interest to the 6-j, C~ ~2 ~}, is obviously then of con­
siderable importance an

1
d has frequent useo Unfortu­

nately, this relationship has been erroneously reported 
in several standard references, 1,6,7 The correct rela­
tionship is 

1
': I: ~ i ~(_l)'d""" 
11 i2 L) 

x [l1(lt + 1) -l2(l2 + 1)]- [hU1 + 1) - hU, + 1)] 
4S(S + 1)(2S + l)L (L + 1)(2L + 1)]1 2 

(3) 

This relationship is most easily derived via the 9-j 
recursion relationship of Arima et aT. 8 which leads to 

_ [1 1(11 + 1) -[2(12 + 1)]- [jlU1 + 1) - hU2 + 1)] 
- [4S(S+ l)L(L + 1»)172 

Equation (3) follows from Eq, (4) by reducing the last 
9-j to a 6-j using any of the standard references. 

(4) 

*Work performed for the U. S. Energy Research and Develop­
ment Administration under Contract No. W-7405-Eng-82. 
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Application of coherent state representation to classical x 6 

and coupled anharmonic oscillators 
R. Dutt* and M. Lakshmanant 

International Centre Jor Theoretical Physics, Trieste, Italy 
(Received I July 1975) 

The problem of obtaining perturbative solutions to the nonlinear differential equations which describe the 
motion of the x 6 and quartically coupled oscillators is treated by the use of the well-known coherent state 
representation. The results exhibit the basic qualitative features of nonlinearities and the characteristics of a 
coupled system in the weak coupling limit. 

I. INTRODUCTION 

The study of nonlinear classical and quantum oscilla­
tor systems is of significant relevance in understanding 
the basic nature of interaction in many physical prob­
lems. Considerable mathematical efforts are being em­
ployed lately to examine the qualitative aspects of the 
nonlinear differential equations, describing the ap­
propriate equations of motion. lOne of the main difficul­
ties in handling these problems is the nonavailability of 
closed analytic solutions to most of them. So, one is 
liable to take recourse to approximate procedures such 
as perturbation methods. 2 Within the framework of 
various kinds of perturbative techniques which are being 
used, one essentially linearizes the problem suitably 
so as to get the dominant part of the solution and then 
makes a power series expansion2 in the coupling param­
eters, assuming it to be small. Subsequently, one ob­
tains a system of linear differential equations or a set 
of recursion relations. 3 It has been observed recently4,5 

that the coherent state representation6 can be profitably 
used to obtain perturbative solutions of nonlinear oscil­
lator systems which are the classical limits of weakly 
perturbed quantum harmonic oscillators. The main 
advantage of this approach lies in the fact that one does 
not need to solve the system of differential equations or 
the recursion relations. On the other hand, one needs to 
do straightforward algebraic manipulations with the 
known results of the eigenenergies and the eigenstates 
of the perturbed quantum oscillators. 

The main objective of this paper is to find the pertur­
bative solutions of the classical nonlinear oscillators 
with x 6 anharmonicity and for a system of two weakly 
coupled oscillators with quartic self and mutual coupl­
ings. We find that our first-order results reveal the 
general qualitative features of nonlinearities and agree 
with the results obtained by other methods. 7,8 

In Sec. II, we consider the problem of x 6 anharmonic 
oscillator with weak coupling and obtain the perturbative 
solution up to first-order in the coupling constant, using 
the coherent state representation. The results coincide 
with the expressions obtained by Bradbury et ai. ,7 who 
used the Fourier expansion technique. Since an exact 
analytic solution of this particular problem has been 
derived recently, 8 we observe that our results agree 
with it up to first-order in the coupling parameter. In 
Sec. III, we apply the same coherent state method to 
two quartically coupled oscillators for which exact 
solutions are not known. Our first-order results ex-
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hibit relevant characteristics of nonlinearities in a 
coupled system. 

II. CLASSICAL x6 OSCILLATOR AND COHERENT 
STATE 

The classical equation of motion describing the 
system with the Hamiltonian 

((3> 0) (2.1) 

is 

(2.2) 

ConSidering x as a quantum dynamical variable, the 
Ehrenfest theorem9 asserts that the expectation value 
of this dynamical variable will satisfy the classical 
equation 

d2 

dt2 (x) + w 2(x) + (3(x5
) = O. (2.3) 

For our purpose, we shall evaluate the expectation 
values with reference to the coherent states which have 
the well-known representation" 

(2.4) 

Here, t n) represents a harmonic oscillator state of "n 
quanta" and is the eigenstate of the Hamiltonian 

H=p2/2m +imw2x 2
, 

corresponding to the eigenenergy 

En= liw(n + t). 

(2.5) 

(2.6) 

The coherent state t Ct.), being an eigenstate of the an­
nihilation operator with the complex eigenvalue (Y, cor­
reponds to a lowest uncertainty state and hence, is most 
suitable to reproduce classical results from the quantum 
description in the appropriate classical limit. The time­
independent states t Ct.) given in (2.4) are those charac­
teristic of the Heisenberg picture of quantum mechanics. 
The corresponding Schrodinger state takes the same 
form with Ct. replaced by (- iA) exp(iwt), where we shall 
take A to be real. Although these states are not orthog­
onal, they are normalized and form a complete set so 
that any arbitrary quantum mechanical state vector, or 
an operator, can be expanded uniquely in terms of these 
vectors. 

In terms of the creation and destruction operators a' 
and a of the linear harmonic oscillator given by the 
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Hamiltonian (2.5), the variables x and p can be 
expressed 

x=i(h/2mw)1/2(a -a+), 

p= (mwh/2)1/2(a + a+). 

(2.7a) 

(2.7b) 

The operators a and a+ satisfy the standard commutation 
relations 

[ak,ak,]= [a~,at k'] = 0, 
(2.8) 

[ak,ak']= (jw' 

From (2.4), (2.7a) and (2.8), we obtain 

(a)x5) 0') = (x5) 

= (X)5 + 10(1i/2mw)(x? + 15(n/2mw)2(x) ~(X>5. 

(2.9) 

It is then clear from Eqs. (2.3) and (2.9) that (x) will 
be our required classical solution in the limit If- 0. 

The linear harmonic oscillator amplitude, which is 
the lowest order ({3= 0) solution in our case, may be 
trivially obtained from (2.4) and (2. 7a) by assuming 
the limit ~:~;\(n/2mw)1/2 - A/2; A being a constant. We 
thus write 

lim (a) x) a) = A coswt, 
~~o 

x~~ 

8~o 

where A corresponds to the classical amplitude. 

In the presence of weak perturbation (i3*0) we use the 
full Hamiltonian (2.0 which yields the following eigen­
energy and eigenstate of un quanta": 

E~= hw(n + {) + ii3m(fi/2mw)3 

x (4n3 + 6n2 + 8n + 3) + O(ff), (2.10) 

In)' = In) + t(:J(h2/16m2w4
)[ ..J(n+ l)(n+ 2) 

x U..J(n + 3)(n + 4)(n + 5)(n + 6) ) n + 6) - t(2n + 5) 

x Y(n + 3)(n + 4) /n+ 4) + 15(n2 + 3n + 3) In + 2)} 

- ..J n(n -0 {15(n2 - n + 1) I n - 2) - t(2n - 3) 

x...j (n - 2)(n .- 3) In - 4) 

+ t..J(n - 2)(n - 3)(n - 4)(n - 5) / n - 6)}) + O(p2). (2.11) 

The corresponding perturbed coherent state may be 
given in the normalized form, 

I >~ (_i;\)n -
a)' = exp(_;\2 /2) ~ vnr exp(iE~t/ If) In)'. (2.12) 

Using (2.10) and (2.11) in (2.12) and conSidering the 
fact that En tends to the classical value (l/2)mw 2A 2 in 
the appropriate limit, we evaluate "(ai xi a)" to first­
order in (3. We thus write the perturbative solution to 
Eq. (2.2) as 

x(tl= A cosi)!t + i3(A5
/ w2 ){-12 cosi)!t 

+ 2.. cos3i)!t + ..L cos5i)!t} + o(ff), 
128 384 

(2.13) 

in which the corrected frequency is 

«2.14) 

Our solutions (2.13) and (2.14) are exactly the same as 
obtained by Bradbury et al. 7 using a WKB type approxi-
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mation with Fourier series expansion technique. Fur­
ther, the characteristic interdependence of the frequen­
cy and amplitude in a nonlinear system is clearly ex­
hibited by the first-order calculation. 

Recently, Lakshmanan and Prabhakaran8 have ob­
tained an exact solution for this particular problem in 
terms of Jacobi's elliptic functions. So, it is of interest 
to show the consistency of our perturbative result with 
the exact one for low f3 approximation. For example, 
the exact frequency of the x6 anharmonic oscillator is 
given byB 

4:(k) =4~k)[(I+:~2)(1+3:W:)] 1

/

4, 

where K(k) is the complete elliptic integral of the first 
kind and its modulus k is given by the expression 

2 1 { ( 1144) / [ (3A4) ( /14
4

)] l/2} k =:2 1 - 1 + 2mw2 1 + mw2 1 + 3mw2 . 

For small (3, the above expression for the frequency 
becomes 

(2.15) 

where we have used 

k2"'loJ/144/mw2 and K(k)"'(1T/2)(1+ik2) fork«1. 

Thus we find that our perturbative solution for the 
angular frequency given in (2.14) agrees exactly with 
(2.15) which is obtained from the exact one in the weak 
coupling (small f3) approximation. As far as the ampli­
tude x(t) is concerned, our expression (2.13) agrees 
numerically with the exact solution of Ref. 8 for small 
values of p. 

III. THE CASE OF COUPLED NONLINEAR 
OSCILLATORS 

In this section we shall deal with a system of two 
weakly bound oscillators with quartic couplings. The 
same problem has been analysed quantum mechanically 
by Bank, Bender, and Wu. 10 

The Hamiltonian of the system is given by 

H = pi/2m1 + p;}2m2 + {m 1wixi + {m 2w;x; 

+ (p/ 4)[axi + bx~ + cxix~], 

where the equations of motion are 

Xl + wix i + (p/ml)[axi + {CX~]XI =0, 

x2 + W~2 + (p/ m 2 )[bx; + {cxiJx2 =:0 0. 

(3.1) 

(3.2) 

Proceeding as before, we may write the perturbed two­
particle coherent state as 

x exp(iE' t/ fi) / nl , n2 )' 
"l,n2 (3.3) 

in which the perturbed energy and eigenstate of harmonic 
oscillators are 

E~l,n2 =:0 (n l + {)hw l + (n 2 + t )hw2 + ~pa(fi/2ml W 1)2 

x (2n~ + 2nl + 1) + ~pb(h/ 2m2w2)2(2n~ + 2n2 + 1) 
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+ tpcUN 4m 1W I m2W 2) (2n l + 1)(2n2 + I) + O(p2) , 

(3.4) 

x[ - t-.J(ni + I)(ni + 2)(nl + 3)(nl + 4) Ini + 4,n2) 

+ (2nl + 3)v'(nl + l)(nl + 2) I ni + 2, n2) 

- (2n l -I)v'ni (ni -I) I nl - 2, n2) 

+t-.Jnl(nl-l)(nl-2)(nl-3) Inl -4,nZ>] 

+ tpb(h/ 4m~w;) 

x[ - t-.J(n2 + l)(n2+ 2)(n2+ 3)(n2 + 4) InUn2 + 4) 

+ (2n2+ 3)v'(n2 + 1)(n2 + 2) InUn2 + 2) - (2n2 -I) 

x v'n2(n2 -I) InUn2 - 2) 

+ tv'n2(n2 - l)(n2 - 2)(n2 - 3) I nu n2 - 4)] 

+ ipc(h/ 4nz I W I 1f1 2W 2) 

x[- [v'(nl + 1)(n1 + 2)(n2 + l)(n2+ 2)/(wl + w2)] 

x I ni + 2,n2 + 2) - [v'(ni + I)(ni + 2)n2(n2 -I)/(wl - w2)] 

x Ini + 2,n2 - 2) + [v'nl(nl -1)(n2+ l)(n 2 + 2)/(wl - w2 )] 

x I ni - 2, n2 + 2) + [v'n1 (ni -1)n2 (n2 - 1)/ (WI + w 2 ) 

X Inl-2,n2-2)]+O(p2). (3.5) 

Substituting (3.4) and (3.5) in (3.3), and retaining terms 
up to the first-order in p in the algebraic calculation in 
which we have taken appropriate classical limits, we 
obtain the perturbative solutions: 

xl(t) = Al cosljilt + (pa/ nzl)AU32w~(cos3ljiIt 

- 6 cosljiIt) - (pc/ I11I)(AIA~/32wI){(WI + W2)-1 

X COS(ljiI + 21)J2)t 

+ (WI - W2)-1 COS(ljiI - 2lji2)t} + O(p2), 

x2(t) = A2 cos1)J2t + (p6/ 1112)(A;/32w;)(cos3lji2t 

- 6COS1)J2t) - (pc/m 2)(AzAi/32w2) 

x{(wl + W2)-1 COS(1)J2 + 2,h)t 

- (WI - W2)-1 COS(1)J2 - 2ljil)t} + O( p2), 

in which 

ljil = wl[1 + (p/81f1 l wi)(3aAi + cA~)] + O(p2), 

1)J2= w2[1 + (p/8111 2w;)(3bA; + cAi)] + O(p2). 

(3.6a) 

(3.6b) 

(3.7al 

(3.7b) 

The expressions in (3.6) have a resonance form that is 
easy to interpret. Considering the first oscillator, we 
may think that the second coordinate oscillating with a 
time dependence given by cos1)J2! results in a forced mo­
tion on the first coordinate, and hence, the denominator 
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is of the usual resonance form. The same argument is 
applicable to the second oscillator as well. Further, the 
effect of the nonlinearity in the coupled system has been 
manifested through the interdependence of the ampli­
tudes and frequencies of both the oscillators. 

As a special case, we recover the well-known Duffing 
equation 

x+ w2x+ EX
3 = 0, 

from Eqs. (3.2) in the limit b=c=O. In this limit, 
solutions given in (3. 6a) and (3. 7a) coincide exactly with 
the result recently obtained by Bhaumik and Dutta-Roy. 4 

Finally, we remark that the same procedure can be 
extended with much computational labor to evaluate 
higher order terms in the perturbation series. However, 
we shall not do this here because the general features 
of the nonlinearities as well as the characteristics of a 
coupled system are contained in our first-order results 
or amplitudes and the modified frequencies in the weak 

coupling limit. 
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Some properties of the Dirac equation in its four- and two-component forms suggested by the Majorana 
representation of Dirac matrices are derived. Extension of the ideas to higher spin is also given. 

INTRODUCTION 

In 1937, Majoranal proposed a representation of Dirac 
matrices with 

(

al ,3 0 \ 

al,3= 0 - al,a) , 

where the al are a representation of Pauli matrices. 2 

This leads t03 

"Yt = "Yl, and "Yf = - /'4' 

and for solutions ~ of the Dirac equation 

mfi(x) ={a' P + m.s}I/I(x) = i :t ~(x), 

(1) 

(2) 

(3) 

where m is the mass, P the momentum operator, and 
where x stands collectively for the space coordinates x 
and the time coordinate t, one has the simple charge 
conjugation property, that <If = 1/1* •. The representation 
of Eq. (1) is only one of several equivalent representa­
tions of the Dirac matrices,4 all of which have particu­
lar utility in that they exhibit aspects of Dirac theory 
more clearly than can representation independent argu­
ments. As particularly emphasized in Ref. 4, different 
representations also suggest unitary transformations of 
the theory to forms of the operators and wavefunctions 
useful for particular applications. 

The purpose of this paper is to explore in some de­
tail particular unitary transformations of Eq. (3), utiliz­
ing a modified Majorana representation withS 

.,~(:' ~.J. .'~(~1 -0)' ~~(: ~~). (4) 

the change from Eq. (1) being convenient for discussions 
relevant to elementary particle physics. In the next sec­
tion the unitary trasformations of the Dirac equation will 
be derived, followed by a discussion of the two-compo­
nent form in this representation and the extension of 
the spin one-half results to higher spin. 

UNITARY TRANSFORMATIONS 

A general unitary transformation U(R, e, 0) is defined 
by 

U(R, e, e) = exp[tR· eO] 

where 0 and t, are, respectively, a real number and a 
real unit vector and R is a 4x4 matrix made from the 
Pauli matrices and the 2x 2 identity, subject to the 
restrictionS 

(5) 
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so that Ut = U-1 • 

A well-known example of Eq. (5) is the Foldy­
Wouthuyson (FW) transformation7 with R=,Sa, e=P, 
and tane == P / 111 leading to the transformed Dirac 
equation 

E,S¢FW = i :t ¢FW, (7) 

with E = (m2 + p2)l/a, and 

(8) 

Another well-known example of Eq. (5) is the Cini­
Touschek (CT) transformations with R = a,S, e = P, and 
tanO = m/P leading to the equation 

~ a 
Ea· P¢CT =i ot 'PCT (9) 

with 

Ea· P= UcTHutCT ' 

¢CT=UCT~' (10) 

Both of these transformations can be motivated by par­
ticular representations of Dirac matrices, the FW trans­
formation by the representation in which ,S = (~_~), and 
the CT transformation by the representation in which 
a=(~ ~a), and which has (~~l)=iala3aa=-"Y5' Both of 
these transformations, also, have the property that 
R . eR· e = - 1 so that a form for the exponential opera­
tor in terms of sin(O/2) and cos(8/2) is possible as for 
the rotation operator, and this property will be main­
tained in the operators discussed below. 

One can look at the modified Majorana representation 
Eq. (4), as an exchange of the roles of P s and m by com­
parison to the representation with a = (~ ~a), useful in 
the high energy limit when m IP« 1. So the modified 
Majorana representation will be useful to describe the 
physical situation in which Pa/(m2 + pi)l /2« 1, that is, 
when the transverse momentum of the particle is large 
compared to it longitudinal momentum, Corresponding 
to "Y5 in the high-energy representation, the chirality 
operator, there is an operator K = ial{3 aa which in the 
modified Majorana representation has the form 

K=ial'sa2=G~1)' (11) 

In the Majorana limit, when only the transverse mo­
mentum is important, one expects to have simultaneous 
eigenfunctions of K and the Hamiltonian, and perhaps 
to make interactions with projection operators H1 ±K) 
in analogy to chirality projection oper ators H1 ± "Ys)" 
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The first unitary operator to construct is the one that 
brings the Dirac Hamiltonian into a form E times an 
operator that commutes with K. It is clear that R must 
be some other matrix than (3a since 

exp(ta· e(3()H exp(- ta· e(3() 

= a . P + (11'1 cos() - e. P sin(){3 

+ (m sin() +e. Pcos()- e· p) a·e (12) 

and the desired transformation cannot be given by this 
simple form. In fact, the result requires the product of 
two transformations of the type shown in Eq. (12), Such 
a product has the general form 

eAdJ = expb + B - (~~:l [A, BL 

+ «()~)2 (1- Si~()l) [A, [A, BLL]. (13) 

with 

A =ia· eli38b 

B =ia . e2(382, 

[el ()1> e2 82 1. = o. 
(14) 

This form may be derived by letting f(z) = exp(Az) 
xexp(Bz), taking the derivative, then integrating and 
choosing z = 1. Since only commutators of a are involved, 
the results is true for all spins by defining a and i3 for 
general spin. A double transformation like Eq. (13) is 
seen to introduce a rotation, in addition to a unitary 
transformation of the FWand CT type. In detail, one 
finds the transformation 

with 

H MAJ = ER· ba3 = UMAJH~AJ' 

¢MAJ= UMAJ</!, 

where 

R.L= 01.La3' R3 ={3a3 , 

b = (Pi' P 2, m), 

The new Hamiltonian HMAJ is a linear combination of 
a.L and {3 with the matrix form 

(
a'b 0 ) HMAJ=E ~ , 
o - a·b 

(15) 

(16) 

(17) 

(18) 

(19) 

(20) 

As noted previously, this form ought to be useful when 
the longitudinal momentum is smalL It commutes with 
K and so the eigenstates can be simultaneous eigen­
states of HMAJ and K, 

There are, of course, other unitary transformations 
of H that commute with K. In fact, any transformation 
that eliminates a 3 from the Hamiltonian and leaves a 
linear combination of a.L and {3, give an H' that com­
mutes with K. For example, the result for the trans­
formed Hamiltonian in Eq. (12) when e = P3, in order to 
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eliminate a3' is that tan()=P3/m, R={3a to give 

exp[i(3a3 tan-l (P3/m) ] exp[ - i{3 a3 tan-1 (p3/ m) 

= a.L' Pl + (11'12 + p~)l 12i3. (21) 

It is often simpler to look at the unitary transforma­
tions of H from the point of view in which the desired 
forms are obtained by the transformation of E{3 =HFW ' 

In this case one has the following results: 

E(3-a·P+m.(3: R=01{3, e=P, tan8=P/m; 

E{3-Ea.P: R=a{3, e=:p, 8=71/2; 

E{3-ai'P.L+';m2+P~{3: R=01{3, e=:Pi, 

tan8 =PL!(m2 + piJl 12; 

Ei3-E/b{01i'Pi+mi3}: R=a(3, e=:Pi, tan()=PL!b;­

E(3 -P3 ex3 + b(3: R= exl3, e= Ps' tan8=Ps/b. 

Another way of finding particular unitary transforma­
tions of the Dirac equation when the method shown in 
Eq. (13) would prove cumbersome is to construct the 
transformation by analogy with a simpler one, looking 
at the Pauli matrix structure for guidance. For exam­
ple, the only differences between Eq. (10) in the repre­
sentation of Dirac matrices with ex = (g ~), and Eq. (20) 
which is in the modified Majorana representation, are 
the SUbstitutions m - - P s' P - b, and:P - f), With these 
replacements, the CT transformation becomes the 
Majorana transformation and the Dirac Hamiltonian in 
the ex = (~~a), i3 = a 1) representation becomes the Dirac 
Hamiltonian in the modified Majorana representation. 

TWO·COMPONENT FORM 

As an alternative to unitary transformations of the 
Dirac equation, one can decouple the upper two com­
ponents of the Dirac wavefunction from the lower two 
components and obtain Hamiltonian equations for each 
pair of components, such equations again exhibiting 
aspects of the theory, that are less obvious in the four­
component formulation. The exact separation using the 
modified Majorana representation will be carried out 
in this section. 

Carrying out the matrix operations of Eq. (3), using 
the representation of Dirac matrices in Eq, (4) one has 

- a • Pi</!L - P 3w. - ma3</!L = EOP<J'L' 

where 

Eop= ~~ and </!=(~;), 
Note that 

(22) 

(~)~H1+K)I" (:)W_K),t. (23) 

Using b, defined in Eq. (19), Eqs. (22) can be written 
more compactly as 

a·b</!u- P3'h = Eopi}!u, 

(24) 
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so that 

<PL = - P 30 <Pu, 

with 

0= (Eop + a. b)-l , 

(25) 

(26) 

Substituting Eq. (25) into the first of Eqs. (24) yields 

(27) 

Solving Eq. (26) for Eop and substituting the result in 
Eq. (27) gives a quadratic equation for ° with solutions 

0= [- a. b± «a. b)2 + p~)1/2]!p~, (28) 

so that 

± « a. b)2 + p~)l 12<pu = Eop<pu. (29) 

If the original wavefunction <p is normalized to unity, 
then <Pu and <PL are not normalized. However, one may 
take as the normalized two-component wavefunction, <Pu, 
defined by 

(30) 

Expanding this equation when P 3 is small compared to 
b, one has 

<Pu~l2[l+~",~ (l+~+oo,)) 1/2<pu (31) 

which only makes sense if the upper sign is chosen in 
Eqs. (28) and (29). 

The two-component equation for the normalized lower 
components may be derived in a similar way, the re­
sults being identical except for an additional minus sign 
in the results corresponding to Eqs. (25) and (29). 

In all the above considerations, care has been taken 
to explicitly exhibit the a, P matrices. This proves im­
portant when an interacting Dirac particle is considered. 

This kind of reduction to two-component forms using 
the modified Majorana representation is analogous to 
the separation into large and small components when the 
Dirac-Pauli representation9 of the matrices is used, 
and, in fact, can be readily related to the Majorana 
transformation of the Dirac equation just as the Dirac­
Pauli reduction is related to the FW transformation. 

HIGHER SPIN 

To discuss the higher spin realizations of the Majorana 
transformations, one requires a Hamiltonian formula­
tion of the wave equation. The description due to 
Weaver, Hammer and Good10 will be used here. In this 
description, the wave function if; is 2(2s + l)-component, 
representing a particle and antiparticle with spin s, 
and satisfies the wave equation 

ia 
Hs<p=at</!' 

where (Hs)2 = E2. Hs depends on E, m, P, and four 

(32) 

2(2s + 1) square matrices a and (3. In general, H s is a 
nonlocaloperator. There is a well-defined prescription 
for finding H., and the spin ~ result is shown below and 
will be studied as a typical example of higher spin, 
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showing all the complications, i. e., 

Jif7i: = [(2& + 7P2)m(3 + (6E2 + 20p2) a • P 

_ 9m(a. p)2(3 _ 18(a. P)3]/2(& + p2). (33) 

The problems with higher spin occur because the cha­
racteristic equation for the spin matrices becomes more 
complicated as the spin increases. 11 The simple equa­
tion (s . e + i) (8 • e - i) = 0 for spin one- half, leading to 
(a. e)2 = 1, becomes (s . e + ~) (s . e + ~) (s . e - ~ ) (s . e - ~) 
= 0 for spin three-halves leaving cubes of spin matrices 
in a particular direction as the maximum spin matrix 
powers, rather than the first power as for spin-one-half. 
This leads, as discussed in Ref. 4, to a more compli­
cated general form of the unitary operator required to 
make transformations analogous to Eqs. (16) and (21). 

To explicitly discuss the transformations of H3/2 re­
quires a definition of a and (3, i. e., 

.~~(:~~, s~(::), 
so that a and (3 anti-commute. In place of Eq. (5) a 
more general form is required with the structure 

(34) 

(35) 

suggested by the above discussion of the characteristic 
equation. Again <Po and <P1 are real, as is e, and Rt 
= - R. In view of the spin complications, it is particular­
ly simple to investigate the connection between the spin 
three-halves Foldy-Wouthuyson form of the Hamiltonian 
E(3 and other forms. Some results arising from the 
equation 

U3 12(aB, e ,<Po, <P1)EBV1 12(a(3, e, <Po, <P1) 

=[cosN+i(cosQ - cosN)(-!(a. W - t)](3E 

+[2sinN+ (t sinQ - sinN)(i(a' W- t)]!a 0 eE, 

where 

Q=3<PO-¥<P1, 

are listed below: 

(36) 

(37) 

EB -H'f72G
: e=P, tanN=P/nl, tanQ = [(3E2 +p2)/m2]p/m; 

E{3-Ea.PPt--!(a.P)2]: e=P, N=Q=rr/2; 

E{3 -m(3 + a' P[¥--!(a' p)2]P: e=P, tanN=tanQ =P/m; 

E(3 -P3a3<¥--!a~) + b(3: e= P3, tanN=tanQ =P3/b; 

E{3 _ a. p~[¥ --!(a. p~)2] + (m2 + p~)l 12(3: 

e= P~, tanN= tanQ =pd(m2 +pV; (38) 

E(3 - E/b{a • p~[¥ - -!(a • p~)2] + mB}: e = P~, 

tanN= tanQ =pdb. 

One sees that replaCing a . k for spin one-half, the 
projection of a in the k direction, by the spin three­
halves expression a . 1{[.!j- - -!(a .1{)2], all the spin one­
half forms of the transformed Dirac Hamiltonian can 
be obtained for spin three-halves, and that the corre-
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sponding unitary transformations are well-defined, and 
completely analogous to the spin one-half results. This 
result has been discussed previously, in Ref. 4, in con­
nection with the generalization of the Melosh transforma­
tion1Z to higher spin, but it is seen here to apply to all 
forms of the transformed Hamiltonian and the related 
spin projection directions. 

It is much more difficult in the spin three-halves 
case to construct the unitary transformation from H:/~G 
to the forms in Eqs, (38) because of the greatly in­
creased algebraic manipulations. One can, in principle, 
however, work out all the transformation operators 
using the form 

exp[i-R' eepo + (i-R. Wept] 

= cos(N/2) - Hcos(Q/2) - cos (N/2) ][-¥(R. e)Z + t] 

+ tR ·e{2 sin(N/2) - [isin(Q/2) - sin(N/2)] 

x [-¥(R . e)Z + tIL (39) 

where R must be 01/3 with 01 and (3 as given in Eq. (34) or 
the alternate form with 01 = f(~ ~), and (3 = (~~l)' or any 
other definitions such that Rt = - Rand R has the eigen­
value spectrum of the spin three-halves matrices so 
that the characteristic equation causing closure of the 
products of the matrices holds. 

DISCUSSION 

Many aspects of the Majorana representation of the 
Dirac matrices 01 and /3 have been discussed in detail, 
including transformation of the Dirac Hamiltonian to 
useful forms, and the complementary reduction to two­
component equations for the positive and negative en­
ergy eigenstates. Of course, one can equally well con­
vert other physical operators to transformed forms 
using the same methods, well-known in the case of the 
FW transformation, In addition to the spin one-half re­
sults, many of the ideas can be extended to higher spins 
as noted in Ref. 4 and carried out in some detail here 
for the spin three-halves case. 

In many respects the Majorana transformation and 
aspects of the Melosh transformation1Z are comple­
mentary. In the latter case one deals with the set of 
Dirac matrices that has 013 = (~~l)' and one has in a lim­
ited way interchanged P3 and 111 with respect to the 
Dirac-Pauli representation and the FW transformation. 
This leads to discussions appropriate when the longi­
tudinal momentum is large compared to (lHZ + pt)1/2, 
whereas in the Majorana case it is the inverse ratio 
that is appropriate for consideration. 

All of the results derived in the preceeding sections 
have pertained to the free particle. This has allowed 
exact results to be obtained both for the unitary trans­
formations and for the reduction of the four-component 
Dirac theory to a two-component form. It is, of course, 
very important to investigate the same problems with 
some external potential. In general, exact results can 
no longer be obtained, but there are some special kinds 
of interactions which permit exact results, for example, 
a constant magnetic field with or without an anomalous 
magnetic moment interaction, as well as other kinds of 
additive interactions that commute with the unitary 
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transformations or still allow exact reduction to be 
carried out. 13 Looking at the reduction to two-component 
form, for example, in the presence of a constant, ex­
ternal magnetic field B in the z direction, and with an 
anomalous magnetic moment interaction of the form 
(iqK/4rn)tlB • (01 x (1)/2 with q and K the charge and anom­
alous g factor, one finds the two-component equation 

Although this is an exact result, it is almost as compli­
cated as the four-component form, One can, however, 
carry out a unitary transformation of Eq. (40) with the 
operator 

V= exp[t O"sO"' rr~ tan-1
( I rr~ I /m)] 

useful because 

The result is 

(41) 

(42) 

(43) 

a form which is diagonal when one takes Vep" to be a 
simultaneous eigenstate of Ps, (0". rr~)2, and 0"3' This af­
fords a simple way of getting the exact energy eigen­
values compared to the usual methods, 14 It is not clear, 
of course, how far one wishes to pursue such a two­
component formalism since the separation of the four­
component wavefunction into two-component functions 
is broken by a special Lorentz transformation in the z 
direction. 

One may, in the spin one-half case, note that the 
transformed Hamiltonian's of Eqs. (20) and (21) are 
invariant to the general K transformation 1jJ' = exp(iKIi/ 
2)ljJ with Ii a real number. This is the Majorana equi­
valent of h-invariance and it also holds for the free 
particle Dirac equation when P 3 = 0, since the formal 
result of the unitary transformations is to eliminate op­
erators (e. g" (3) that do not commute with K. The 
corresponding invariance in the representation that has 
a3 = (~ ~1) is to the transformation exp(ia31i/2), and the 
Melosh and related unitary transformations are con­
structed to remove operators that do not commute with 
a 3 , 

tE. MajOrana, Nuovo Cimento 14, 171 (1937). 
2The particular representation to be used in this paper is the 
standard one with 0"1 ~ (n), 0"2 = (~ - t>, 0"3 ~ ~ J). 

30amma matrices are defined by Y; ~ - il3c,;, Y4 ~ {3, and * in­
dicates complex conjugation. 

4See, fOr example, D. L. Weaver, Phys. Rev. (to be 
published). 

5Here 1 refers to the components transverse to the third com­
ponent. 

6The symbol t means Hermitian conjugation. 
7L. L. Foldy and S.A. Wouthuyson, Phys. Rev. 78, 29 (1950J. 
8M. Cini and B. Touschek, Nuovo Cimento 7, 422 (1958). 
9P.A.M. Dirac, Proc. R. Soc. 117,610 (1928); W. Pauli, 
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A previous discussion of canonical transformations and path integrals is extended to the phase space path 
integral method. Within this approach a broader class of canonical transformations can be introduced than 
within the Lagrangian approach. including coordinate transformations and essentially all infinitesimal 
tranformations. 

1. INTRODUCTION 

The great importance of unitary transformations in 
quantum mechanics and their correspondence with 
classical canonical transformations is something which 
need hardly be stressed. Consequently the definition 
and employment of these transformations in the context 
of the path integral formulations of quantum mechanics 
is of interest. Although unitary matrices can be easily 
used to transform path integrals, the problem has been 
the identification of the transformed variables with the 
correspondingly transformed classical variables. 

In a previous article! the author has exploited Dirac's 
discussion of the classical limit of a path integral in 
order to make the identification. The discussion was 
limited to the Lagrangian path integral method and only 
a limited class of canonical transformations could be 
defined and carried out. 

In the following, the same kind of analYSis is applied 
to the more general phase-space path-integral method. 
We find that essentially all of the infinitesimal canoni­
cal transformations can be applied to path integrals with 
a clear correspondence between the classical and 
quantum generators. Those finite transformations that 
can be built up from repeated applications of in­
finitesimal transformations follow obviously. As for 
intrinsically finite transformations, it is found that a 
limited but somewhat more general class than that of 
Ref. 1 can be defined. The ordering problem-that is, 
the ambiguity inherent in all known quantization pro­
cedures2-is discussed at several points, particularly 
as it complicates the consistent carrying out of quanti­
zation with different sets of canonical variables. 

In Sec. 2, aspects of the phase-space path-integral 
method are reviewed briefly. The discussion parallels 
one of Pearle's3 somewhat, but is given here to estab­
lish our notation and point of view. In Sec. 3, in­
finitesimal transformations are discussed, and finite 
transformations in Sec. 4. 

2. PHASE-SPACE PATH-INTEGRALS 

In this section we discuss the phase-space path­
integral in terms appropriate to the sections that 
follow. We consider a nonrelativistic system with m 
degrees of freedom and begin with the propagator 
K(qf' qo, If' 10) so that 

1./J(q" tf ) = I K(qf' qo, If' 10)1./J(qo, to) dmqo. (1) 

Three properties of the propagator are of concern to us. 
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First, it must be a unitary matrix. Second, it must 
have at least the semigroup property 

K(q",q,t",t)=I K(q",q',t",t')K(q',q,t',t)~q', _ (2) 

where t" > t' > t. Third, it must approach the identity 
as the time interval vanishes, i. e. , 

limK(q', q, t', t) = I5m (q' - q). (3) 
t' .. t 

From (2) we can construct the lattice expression for a 
general path integral 

N=! 

1./J(qf, tf) = lim I 1./J(qo, to) n K(q n+1o q no tn+1o tn) ~qno (4) 
N .. oo n=-O 

whereqN=qf' tN=tf • tn+!=tn+EandE=(tf-tO)/N. Now 
we seek a first-order approximation for the propagator 
in (4) for E small. We write the propagator in the form 

K(q',q,t+E,t) = (27Tlf)-m I K(p,q',q,t+E,t) 

x exp[ (i/lf) PI (qj - q;)] ~P . (5) 

The function K is not uniquely defined by (5) but can be 
expressed, for example, as a line integral in the 2m­
dimensional q, q' space, i. e. , 

K(p,q',q, t+E, t) 

= IcK(q', q, t +E, t) exp[ - (i/lf) PI (q; - ql)] dm(q' - q), (6) 

where c denotes that some function fc(q', q) is held con­
stant. The limit in (3) becomes 

limK(p, q', q, t +E, t) = 1, 
e -0 

which is, unlike (3), a continuous limit. Now we can 
approximate K to first-order as 

K(P,q',q, t+E, t) 

(7) 

'" 1 - (i/lf)H(P, q', q, t)E '" exp[ - (i/lf)H(P, q', q, t)E]. (8) 

Unitarity of K then determines that, if K is chosen so 
that H is a symmetric function of qi and qi, H must be 
real. From here on we assume that this is always the 
choice that is made. H is still not specified uniquely, 
however. The propagator now takes the form 

K(q',q,t+E,t) 

= (27Tlf)-m I exp{(i/If)[PI(qj - ql) - H(P,q', q, t)E]}d~ 

(9) 

and (4) becomes 
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(10) 
Formally taking the limit, we obtain the usual phase­
space path-integral 

<J!(q" ff) = j' exp{(i/n) ft~f [pjdqj - Ho(p,q, f)dt]} 

(11) 

with 

Ho( p, q, f) = limH( p,q' ,q, t). 
q' .. q 

(12) 

The classical limit argument of Dirac4 can now be 
used to identify Ho with the classical Hamiltonian func­
tion. If desired, the Hamiltonian operator can be re­
constructed from H in the usual manner. 2 The am­
biguity in H mentioned above corresponds to the differ­
ent ways in which the p and q operators can be ordered 
in the expression for the (unique) Hamiltonian operator. 
Note that we have taken the E - 0 limit before the 'Ii - 0 
limit. A brief discussion of why this is done and what is 
meant by it is given in the Appendix. 

Path integral quantization may be regarded as an 
attempt to reverse the procedure discussed above. The 
well-known operator-ordering problem2 manifests it­
self in the ambiguity of the passage from Ho to H where 
different choices can lead to different propagators. We 
thus have two closely related operator-ordering 
ambiquities. 

As is well known the P integrations in (9) can often be 
carried out explicitly, and if H is quadratic in the p's 
the usual Lagrangian path integral is obtained. 

3. INFINITESIMAL TRANSFORMATIONS 

Since the Hamiltonian is the generator of an in­
finitesimal unitary (canonical) transformation, we 
expect that we can use the phase-space path-integral 
as a model for the expression of such transformations 
in a form suitable for use with path integral propaga­
tors. 3 Let us consider a one parameter group of unitary 
transformations with s labeling the parameter. The cor­
responding unitary matrices are the U(Q, q, s) so that 

x(Q)=f U(Q,q,s)<J!(q)d"'q. (13) 

They have the group property 

U(Q,q,Sl+ S2)=j' U(Q,q',S2)U(q',q,sl)amq' (14) 

and the limit 

lim U(Q, q, s) = 5"'(Q - q). (15) 
5 ~o 

The finite transformations can be built up from the 
infinitesimal ones, i. e, , 

N-l 
X(Q)=lim f <J!(q) n U(qn+t.qn, AS)amqn, (16) 

N .. cQ n=O 

where qOi=ql> qNj=Qj, and AS = s/N. The clear 
analogy with Sec. 2 allows us to immediately write 
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U(Q, q, AS) '" (2rr'lir'" I exp{(i/fi)[Pj(Qi - qj) - G(P, Q, q)AS]} 

x amp (17) 

for the infinitesimal case, and 

(18) 

for the finite case. We can again take the formal limit, 
obtaining 

X(Q) = I exp{(i/fi) Io S [PieS') dq;Cs') 

- Go(P, q') ds']}DPDq'<J!(q) amq, (19) 

Go(P,q)=limG(P, Q,q). (20) 
Q~a 

Thus a unitary transformation that can be built out of 
repeated applications of an infinitesimal transformation 
can be represented as an abstract "path integral. " 

Now we wish to consider the transformed path in­
tegral and, by repeating the classical limit argument, 
identify Go with the classical generator of the corre­
sponding canonical transformation. When doing this 
we must use (19) even if we are only concerned with 
the infinitesimal case, since a transformation of the 
form (17) will not remain infinitesimal as 'Ii approaches 
zero independently of AS. The transformed propagator 

K(Qf, Qo, tf' to) 

= I U(Qf, q" s)K(q" qo, f" to)U* (QQ, qQ, s) amqo d"'q, 

= I exp{(i/fi)[ Io 5 (P'i (s') dqli(S') - Go(p" qi) ds' 

+ It:S (Pi dqi - HQ dt) - Io S (POi (s') dq~i (s') 

- Go (Po, qD ds')J}DPfDqIDPDqDPoDq~, (21) 

where qfj (0) = q" qll (s) = Q" etc. If 'Ii becomes very 
small we get phase cancellation unless the real and the 
abstract paths satisfy 

5{foS[Pfi dq;i - Go (Pf , q;) ds'] + It;' [Pi dqi - Ho(P, q, t) dt) 

- 105 
[po; dq(lI - Go (Po, q~) ds']}= 0, (22) 

At this point we can let s = AS and consider it small on 
a macroscopic scale so that, to first-order in AS, 

5{Pfi (Q'i - qfi) - Go (P" q,)AS + It:' [Pi dq i - Ho(P, q, f) df] 

- PQ;(Qo; - qOt) + Go (Po, qO)AS}= 0, (23) 

where 6Qfi = 6QOi = O. The variation yields, in addition 
to the usual Hamilton equations, 

P P - ()Go(Po,qo) "s (24) 
01 - OJ - - dqOi ...... 

Since the endpoints are arbitrary, Eqs. (24) give essen­
tially the usual transformation equations. We could of 
course have carried out the variation (23) first and then 
let s become small with the same results. Thus we can 
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identify Go(P,q) with the classical generator of the 
transformation. We note that there may be many G's 
corresponding to a particular Go, thus confirming the 
well-known many-to-one relationship between unitary 
and canonical transformations. 

4. FINITE TRANSFORMATIONS 

Now we wish to consider intrinsically finite unitary 
transformations. We hope to be able to express them in 
terms of the generating functions Fj(Q,q), Fz(P,q), 
F 3(Q,P), and F 4(P,P). Starting with Flo which is sim­
plest, we look for a transformation matrix of the form 

(25) 

which is a slight generalization of the form considered 
in Ref. 1. Such a matrix will be unitary if 

Fj(Q,q) =All (Q)au (q) +B1(Q) + b1(q), 

(26) 

where 

D1(Q,q)=det(a:,2:QJ, 
analogous to the Van Vleck determinant. 5 In addition, 
the Ai and ai must be unbounded, single-valued func­
tions of the Q, and q, respectively, as if they defined 
point transformations. 

As before we identify our Fl with the corresponding 
classical generating function by considering the class i­
cal limit of the transformed propagator. The new 
propagator is 

K(Q" Qo, tl , to) 

= (21Tnrm f exp{(i/n)(- F1(Q"ql) + f' (Pidqi - Hodt) to 
+ Fl (Qo, qo)]}Dl/2(Q" q,)D}/2(Qo, qo)DPDq d"'ql dmqo, 

(27) 

If Di /2 is a reasonably smooth function, by considering 
the classical limit and carrying out the resulting varia­
tion as before, we are led in a straightforward way to 
the appropriate transformation equations 

(28) 

We note that, as in Ref. 1, a special case of U1 is the 
transformation to the momentum representation 

u1 (P, q) = (21TIZ)-mI2 exp[ - (i/n)p,q;]. 

This notation, though perhaps slightly confusing, is 
unambiguous and will be useful in what follows, 

(29) 

We now consider the transformation matrix U2 (P, q) 
defined by 

(30) 

As before we look for matrices of the form 

(31) 

and again find that R2 and F2 take forms equivalent to 
(26). The transformed propagator, however, must have 
the form 
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K(Q" Qo, t" to) 

= f Ut(PI , Q/)U2 (P" q,)K(q" qo, t" to) 

X U{(Po,qo)Ut(po, Qo) ~P, ~qf dmpo dmqo 

= (21T1Z)-2m f exp{(i/IZ)[P"Q'I - F2 (P" q,) 

J't, + to (Pidqj- Hodt) + F 2(Po,qo) - PO,QOI]} 

XD~/2(p" q,)D~/2(PO' qo)DPDq dmp, ~q,~Po ~qo' 

(32) 

Considering the classical limit yields 

aF2 p. = aF2 
Q2= oP,' , oq, (33) 

as expected. The same reasoning can be applied to ob­
tain matrices U3(Q,P) and U4(P,P). Among the U2 class 
of transformations are the coordinate transformations 
for which 

(34) 

Once we have drawn the correspondence between a 
class of unitary transformations of the path integral 
and the appropriate classical transformations, we can 
ask whether one can now carry out path integral quan­
tization with different sets of canonical variables and 
obtain consistent results. If the conventional canonical 
quantization procedure is attempted naively, inconsis­
tencies appear which are due to the operator-ordering 
ambiguity. 6 We naturally expect an analogous situation 
with the path integral method, We will illustrate this 
with a very simple example-a coordinate transforma­
tion applied to a free particle moving in one dimension. 
We will compare the results obtained by quantizing in 
the transformed representation with those obtained by 
directly transforming the original propagator. 

It is sufficient to work with the propagator for an 
infinitesimal time interval which is 

K(q',q, t+E, t) 

= (21T1Z)-1 I exp{(i/IZ)[P(q' - q) - (p2/2m)E]}dP. (35) 

USing this and the transformation matrix 

U2(P, q) = (21T1Z)-1Iz[ a~~q) r /2 exp[ - k a(q)P J (36) 

in (32), we obtain 

K(Q', Q, t +E, t) 

= (21T1Z)-1 I exp{(i/IZ)[P(Q' - Q) - H(P, Q', Q)E]}dP (37) 

with 

H(P, Q', Q) 

= Hd-3/2 (Q) d-1 12(Q') + d-1/ 2 (Q) d-3 12(Q') 1::: 
n2 d2d-1(Q) + - d-1(Q)---
4m dQ2' 

(38) 

where d(Q)=dq/dQ if Q=a(q). To get this result, the 
expression exp(- iEP2/2mlZ) has been approximated to 
first-order in E in intermediate steps. There are of 
course other equivalent forms for H(P, Q, Q') but all 
contain some sort of "extra" term such as the last 
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term in (38). This is due to the awkwardness of ex­
pressing propagators corresponding to Hamiltonian 
operators containing terms such as 1f2f(q)(d/dq)g(q) 
x (d/dq)h(q) in path integral form. The "extra" terms 
proportional to the curvature scalar R that appear when 
path integral quantization is carried out in curved 
spaces5• 1 are of similar origin. 

Path integral quantization in the new canonical varia­
bles can be carried out, but leads to the question of 
which form of H(P, Q, Q') corresponding to 

(39) 

is to be used in (37). Equation (38) is a far from ob­
vious guess. By comparison, in the canonical quanti­
zation procedure one would have to guess at the operator 

_ ~ [d(Q)-1 /2.!L d(Q)"1/2J2 
2m dQ 

to correspond to Ho. 
There remain many canonical transformations which 

cannot be put into the forms we have discussed. We 
should mention a notable example, the transformation 
of a harmonic oscillator to the energy representation. 
This can be accomplished classically by an F2 propor­
tional to q2 cot(P) but the corresponding U2 is not 
unitary, failing to satisfy the requirements for (26). 
This corresponds to the fact that P would be a phase 
variable which cannot be observable (Hermitian) due to 
the boundedness of H. It is probable that a much wider 
range of canonical transformations can be dealt with in 
a path integral context, but accomplishing this re­
quires a discussion of the claSSical limit that is more 
general than our quite straightforward one. 

APPENDIX 

The invoking of Dirac's classical limit argument in 
Sec. 2 must be regarded as merely suggestive for 
various reasons and we give here a more careful analy­
sis. To begin with, one cannot merely take the limit 
/i- 0 in (10) while holding E fixed since approximation 
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(8) would be violated. On the other hand, if one takes 
the limit E - 0 first, one cannot really regard (11) as 
a well-defined expression for the propagator, since it 
does not distinguish between the various choices for 
H(P, q', q, t) which would give different propagators but 
the same Ho. As a result, we argue in the following 
fashion. 

We begin with (10) and let 1f and E become small, E 

shrinking at a faster rate, so that each term 
H(Pn, qn+1, q., t)E/1f remains small. The number N be­
comes correspondingly very large so that the sum over 
n becomes large. Then when the entire set of Pn's and 
qn's are varied, there are large variations in the total 
phase of the exponential except near the set that gives 
stationary phase. This set is defined by 

{ ~ } 15 Po [Pnl(qn+1i-qnl)-H(Pn,qn+1>qn,t)E] =0, (40) 

with I5qol = I5q Ni = 0, On a macroscopic scale, where 
1f can be considered negligible, E can be considered 
negligible a fortiori, and so we make the lowest-order 
approximation in (40), giving 

of [p;dql-Ho(P,q,t)dt]=O (41) 

as desired. At other pOints in this article where the 
Dirac argument is invoked, it can be understood in the 
same way. 
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This paper presents the results of computer experiments performed on one-dimensional, classical 
mechanical, N-body systems whose point particles interact pairwise via the potential VCr) = ar 2+br- 2, 

where r is interparticle distance and where a and b are positive constants. When each particle interacts 
with all other particles, the numerical experiments indicate that the system is mathematically integrable for 
either free-end or fixed-end boundary conditions. On the other hand, when each particle interacts with only 
its nearest neighbors, the computer detects a transition from near-integrable to stochastic behavior again for 
either free-end or fixed-end boundary conditions. Our results thus support the conjecture that integrability 
is highly sensitive to changes in the total interaction potential but insensitive to modification of boundary 
conditions. 

I. INTRODUCTION 

In this paper, we investigate two related one-dimen­
sional, classical, N-particle, Hamiltonian systems. In 
both systems, the particles interact pairwise via the 
potential 

V(r) = ar + br-2, (1) 

where r is interparticle separation distance and where 
a and b are positive constants, In one system, each 
particle interacts with all other particles, yielding the 
Hamiltonian 

H=t(~2 2) + t1[a(Xj_Xk)2+b(Xj_Xk)-2], 
j=l 111 j)k=l 

(2) 

where the Xj and P j denote particle coordinates and 
momenta and where all particles have mass 111. In the 
other system, each particle interacts with only its near-

est :e~(i:(fi):d(~)t~ r:~:::o~:~ + ( ~)"T 
+ b[ Q,., - Q, +GY T I) - (N; I)) (~)"', 

(3) 

where the Qj in Eq. (3) are related to the Xj in Eq. (2) 
via Xj = Qj + j(b/ a)l/4, with (b/ a)1/4 being the equilibrium 
distance between particles when only nearest neighbors 
interact. The last term in Eq. (3) appears in order that 
H = 0 when all Qj and P j are zero; the factor (8a)-1 is 
introduced in order that the second sum reduce to 
iZ(Qj+l - Qj)2 in the low energy, harmonic approxima­
tion. As written, Hamiltonians (2) and (3) are for sys­
tems having free ends; however, we may easily convert 
to fixed ends by setting Q1 "" QN "" 00 

Calogero1 was the first to suggest studying Hamil­
tonian systems having the pair interaction given by Eq. 
(1); for this reason we here refer to either Hamiltonians 
(2) or (3) as a Calogero lattice. In particular, Calogero1 

and later Calogero and Marchioro2 studied the quantum 
mechanical behavior of the free-end Hamiltonian (2). 
Their results led them to conjecture that Hamiltonian 
(2), considered claSSically, should be mathematically 
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integrable which means that all system trajectories lie 
on smooth, invariant, integral surfaces; indeed 
Marchioro3 earlier proved integrability for the case 
N = 3. Pursuant to a request from Calogero that we use 
a computer to test the integrability of Hamiltonian (2) 
in the classical caSe for N> 3, we investigated Hamil­
tonian (2) using both free-end and fixed-end boundary 
conditions; in addition, we chose to examine Hamiltonian 
(3) using the same boundary conditions in order to deter­
mine the affect on integrability of changing the inter­
action range. After concluding our numerical work, we 
learned that Moser4 had rigorously proved integrability 
for Hamiltonian (2) with free ends using a method due 
to Lax, 5 We nonetheless present our results for this 
rigorously integrable caSe in order that the computer 
results for the rigorously solved case can be compared 
with the results obtained for the mathematically un­
decided cases. 

In this paper, a computer is used to produce evidence 
in support of integrability or its lack by numerically in­
tegrating initially close trajectory pairs and establish­
ing whether the phase space distance between the two 
trajectories of a pair grows linearly or exponentially 
with time. Although this particular computer test is 
currently the most sensitive method known when the 
number of particles is greater than three, 6 it must none­
theless be applied with great care. In general when ini­
tially close trajectories separate linearly with time, the 
system is either precisely integrable? or it is near­
integrable in the sense that most trajectories, 8 neglect­
ing sets of small measure, lie on smooth, invariant, 
integral surfaces. However, it is pOSSible, as appears 
to occur for the unequal-mass, hard point gas, 9 for an 
ergodic and mixing system to exhibit linear separation 
of initially close trajectories. We here rule out this 
latter possibility for Hamiltonians (2) and (3) by comput­
ing the time average single particle kinetic energies 
and demonstrating that equipartition of energy does not 
occur (as required for ergodicity and mixing) when 
trajectory-pair separation is linear, Finally, we dis­
tinguish integrable from near-integrable behavior by 
increasing the system energy and observing whether or 
not a transition (the so-called stochastic tranSitionS) 
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FIG. 1. A graph showing the linear growth with time of sepa­
ration distance D(t) between two initially close [D(O) = HrS) 
trajectories of Hamiltonian (2) for free ends and N = 4. The 
solid straight line is a least squares line fit of the data points. 

from linear to exponential separation occurs. If such a 
transition is observed, it is overwhelmingly likelylO 
that the system is near-integrable rather than precisely 
integrable at low energy. If the linear to exponential 
transition does not occur as the energy becomes ex­
tremely large, then one has strong evidence for inte­
grability at all energies. Certainly such evidence does 
not constitute a mathematical proof; however, this test 
has, before the fact, correctly predicted integrability 
for both the Toda Hamiltonian7 and for Hamiltonian (2), 
as we show here. Thus a linear separation of initially 
close trajectories which perSists as the energy increases 
to high values must be considered as a quite strong argu­
ment for integrability. Indeed for both Hamiltonian (2) 
and the Toda lattice, we continued to obtain linear sepa­
ration between members of trajectory pairs even when 
the energy was so large that our numerical integration 
scheme was no longer providing accurate integration. 

In regard to computer accuracy, we performed all 
our numerical integrations using a standard, double 
preciSion, fourth-order, Runge-Kutta subroutine with 
a variable integration step size which usually ran 0.05 
or less. The total system energy was observed to re­
main constant to at least eight decimals. Several of our 
longest runs were time reversed regaining the initial 
state to at least four or five digit accuracy. Finally, 
the linear or exponential separation of initially close 
trajectory pairs themselves directly measure loss in 
integration accuracy with time. 

In the following section, we present the results of our 
computer experiments, and, in the last section, we 
briefly state our conclusions. 

16~ I - 4 

141 
12 I 
10+ 

i ------------------------
q:k> 8! 

6 

4
1 

2 / 2 

oL 3 
o ----+50-------,0+-10-----150 

TIME (COMPUTER UNITS I 

FIG, 2. A graph of the 
time average, single 
particle kinetic ener­
gies (EK) versus time 
for one member of the 
trajectory pair inves­
tigated in Fig. 1. Here 
the time average, total 
system kinetic energy 
is approximately 35.5. 
The dotted, Horizontal 
line represents the 
equipartition value of 
single partic Ie kinetic 
energy. No tendency 
toward equipartition is 
Observed. 
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FIG. 3. A graph showing the linear growth with time of sepa­
ratiOn distance D(t) between two initially close [D(O) = 10-7] 

trajectories of Hamiltonian (2) for fixed ends and N= 5. 

II. PRESENTATION OF COMPUTER RESULTS 
We have investigated Hamiltonian (2) for free bound­

aries using N= 3, 4, and 10 and for fixed boundaries 
using N= 5 and 10 (3 and 8 moving particles, respec­
tively, since particles 1 and N are fixed). In all our 
calculations, we numerically set a = b = m = 1. We per­
formed numerical integrations for many different initial 
conditions at each of many distinct energies. All our 
experiments yielded the same results; namely, each 
phase space trajectory we investigated separated lin­
ear ly with time from an initially close neighbor and 
each trajectory exhibited no tendency toward equiparti­
tion of single particle kinetic energy. Typical results 
are presented in Figs. 1-4. Figure 1 shows the typical 
linear growth of trajectory-pair separation distance D, 
given by 

N In 
D= :0[(p;_Pj)2+(X;_Xj)2] ., (4) 

j =1 

versus time for free ends with N = 4. Here the initial 
separation distance was set equal to 10-5 and the time 
average of the total kinetic energy was found to be ap­
prOXimately 35.5. Figure 2 presents a graph of the time 
average of single particle kinetic energy Ej = (P//2m) 
versus time for one member of the trajectory pair shown 
in Fig. 1; no tendency toward equipartition is observed 

4.0 

3.0 3 

~) 2.0 
4 

1.0 

o L-__ -+ ____ ~----~---+----~-----
o 64 128 192 256 320 

TIME (COMPUTER UNITS) 

FIG. 4. A graph of the time average single particle kinetic 
energies (EK) versus time fOr one member of the trajectory 
pair investigated in Fig. 3. Here the time average, total sys­
tem kinetic energy is approximately 7.78, making the equi­
partition value approximately 2.59 for this fixed-end, N= 5, 
three moving particles system. As in Fig. 2, there is no ten­
dency toward equipartitiOn. 
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FIG. 5. A graph showing the linear growth with time of sepa­
ration distance D(t) between two initially close trajectories 
[D(O) = 10-51 of Hamiltonian (3) using 1\ = 5, fixed ends and a 
total system energy E = 1.42. 
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FIG. 6. A graph showing that equipartition of single particle 
kinetic energies (Ell does not occur for One member of the 
trajectory pair investigated in Fig. 5. Here the average total 
kinetic energy was approximately 0.53, making the equiparti­
tion value approximately 0.176. 
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FIG. 7. By increasing the total system energy to E = 3. 46 
for the system described in Fig. 5, we obtained the exponential 
growth of separation distances D(t) shown here, indicating 
that Hamiltonian (3) with fixed ends is nonintegrable. 
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TIME (COMPUTER UNITS) 

FIG. 8. For one member of the exponentially separating tra­
jectory pair investigated in Fig. 7, we obtained the approach 
to equipartition of single particle kinetic energies (Ek) shown 
here. The equipartition value is approximately 0.563, 

at 

'lL~~ 
a ·2 rJ;. 
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FIG. 9. This graph shows that 
exponential separation of initially 
close trajectories can also occur 
for Hamiltonian (3), using free 
ends and N= 10. Here the total 
system energy E = 20 while the 
average total kinetic energy is 
approximately J O. 

FIG. 10. The trend toward equipartition of single particle 
kinetic energies (E ~ for one member of the trajectory pair 
investigated in Fig. 9. For this ten particle system, we show 
curves only for particles 1, 4, 7, and 10. The equipartition 
value is approximately unity. 
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although the average kinetic energies of the end parti­
cles 1 and 4 tend toward the same value as also happens 
for the two interior particles 2 and 3. In Fig. 3, we show 
typical linear growth of traj ectory pair separation dis­
tance for fixed ends with N = 5 (Xl =X; =Xs =X; = 0). 
Here the initial 'separation distance was chosen to be 
10-7 while the time average of the total kinetic energy 
was found to be approximately 7. 78. The time average 
of single particle kinetic energy for one member of the 
trajectory pair shown in Fig. 3 appears in Fig. 4, 
where, again, equipartition is not observed. These re­
sults were found to persist even for values of the total 
system energy so large that our integration subrou~ine 
was unable to provide accurate trajectory integrations. 
These results indicate that Hamiltonian (2) is integrable 
for either free-end or fixed-end boundary conditions. 

Our investigation of Hamiltonian (3) exposed the ex­
istence of a transition from linear to exponential sepa­
ration of initially close trajectorief? as the total system 
energy is increased. In Fig. 5, we show typical linear 
growth of the distance D, given by 

D= (t [(Pi _ P j )2 + (Q; _ Qj)2])l 12, 
j;l 

(5) 

using fixed ends, N = 5, and total energy E = 1. 42. Fig­
ure 6 shows that equipartition does not occur for either 
member of the trajectory pair shown in Fig. 5. How­
ever, in Fig. 7, we see that exponential separation be­
tween initially close trajectories does occur for the sys­
tem of Fig. 5 when the total system energy is increased 
to E= 3. 46. Moreover, at this increased energy, one 
member of the trajectory-pair shown in Fig. 7 yields 
the equipartition of single particle kinetic energy shown 
in Fig. 8. Finally, in Fig. 9, we show that exponential 
separation also occurs for Hamiltonian (3) using free 
ends, N = 10, and a total system energy E = 20. The 
trend toward equipartition is shown in Fig. 10 for one 
member of the trajectory pair shown in Fig. 9. 

III. CONCLUSIONS 

Our computer experiments indicate that the Calogero 
Hamiltonian (2) is integrable for either free or fixed 
ends. The correctness of this computer prediction, at 
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least for the free-end case, has been confirmed by a 
completely independent, rigorous analysis due to Moser. 
On the other hand, the computer experiments indicate 
that the Calogero Hamiltonian (3) is nonintegrable and 
that it exhibits a stochastic transition for either free 
or fixed ends. Clearly these computer results do not 
constitute a proof; however, in view of the accuracy of 
past computer predictions, the evidence presented here 
must be regarded as quite strong indeed. 

The Calogero lattice of Hamiltonian (2) thus joins 
the equal-mass Toda lattice7 in being an integrable 
nonlinear system having both attractive and repulsive 
interparticle forces; indeed this Calogero lattice has 
long range attractive forces. The Calogero lattice of 
Hamiltonian (3), on the other hand, joins the unequal­
mass Toda latticell as a nonintegrable system exhibit­
ing a stochastic transition. These two models will likely 
prove Significant for both mathematics and physics. 
The integrable models illuminate new methods for ex­
actly solving nonlinear systems while the stochastic 
models provide insights into the nature of thermodyna­
mic irreversibility. In particular, a study of energy 
transport in these systems may greatly increase our 
understanding of thermal conductivity. 
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A stationary Hilbert space scattering theory is derived for N-body systems involving Coubomb-like 
potentials. The derivation is based on stationary representations of the a-channel renormalized wave 
operators, n(~). having the form n(~) = s-lim,~+oo W(~), p(a) F(~),~ where W(~), prO) are the sta-
tionary operators which form the basis of short-range stationary scattering theory and F(~),· are appropriate 
stationary "renormalization" terms. 

I. INTRODUCTION 

A general time-dependent potential scattering theory 
can be based on the "modified" or "renormalized" O!­

channel wave operators, n~a), defined as follows: 

i~~a) = s-lim W(a)(t)exp[ - iG(a)(t)]p(a) , 
t-:t 00 (1. 1) 

Wa)(t) = exp(iHt) exp(- iHat), 

where H denotes the full Harr.iltonian, H" the a-channel 
Hamiltonian, p(a) the projector onto the a-channel sub­
space H(") and the "renormalization" term G(OdU) is an 
appropriate function of the time and center-of-mass mo­
menta of the n", fragments making up the channel a. The 
renormalized wave operators were first shown to exist 
by Dollard1 for the case of Coulomb-like scattering with 
G(adU) given by 

G(")(t)=dt) I; MjMkejek 
J<k \ MjPk - MkP j \ 

I (
2\ t 1 \ MjPk - MkPj 12 ) 

X og ( ) , 
M/v1k Mj + Mk 

dt)={ 1, t>O, 

-1, t<O, 

where Mj' e j , and Pj denote respectively the mass, 
charge, and center -of -mass momenta of the jth 

fragment. 

(1. 2) 

For time-dependent theories for which G(")(t) can be 
chosen to be zero, i. e., scattering via short-range 
potentials, a mathematically rigorous stationary for­
malism can be developed in terms of the following strong2 

or weak3 Riemann-Stieltjes integral representations for 
n~a) 

n~")=s-1im w~")p<"') (1. 3) 
e "'+0 

where 

W~~)=±i'oo duexp('fu)W(a)(U/E) 

(1. 4) 
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with E:" and E~ denoting the spectral families cor­
responding to H" and H respectively. 

When long-range potentials are present, i. e. , when 
G(")(t) cannot be chosen to be zero, the stationary repre­
sentations (1.3) are no longer valid. In particular, since 
(1. 3) leads to the well-known relationship between the 
complex energy distorted waves and the physical dis­
torted waves this relationship will not be valid when 
long-range forces are present. 

Recently, the following stationary representations of 
the renormalized wave operators for Coulomb-like scat­
tering have been derived, 4 

(1. 5) 

where R:"') denote the ranges of n~od, PI> 

projects onto functions of the form <1> = <1>l"llf=l Xj EH<a) 
where Xj , j = 1, ... ,n"" de~ote the bo~nd states which 
make up the channel a and <1>1' where <1>1 denotes the 
3n", -dimensional Fourier transform of <1>1' satisfies 
XI> ¢1 = ¢1 where for an arbitrary fixed 11 > 0, 

" 
A", = {Pj, j= 1, ... ,n,,: I MjP k -:'vI~j I >11 for each!? > if 

(1. 6) 

and the stationary renormalization term is given by 

The stationary representations (1.5) have been used4
•

5 

to derive the relationship between the complex energy 
distorted waves and off-energy-shell "T matrix," and 
the corresponding physical distorted waves and on­
energy-shell S matrix for two-body Coulomb-like scat­
tering. This derivation was restricted to two-body scat­
tering due to the explicit occurrence of the ranges R~") 
in the stationary representations (1.5). 

In this paper we will show that stationary representa­
tions for n~"), similar to (1. 5), however without the 
ranges R~"), are valid [Theorem (2.1)). In Sec. III we 
apply these stationary representations to derive a 
stationary Hilbert space scattering formalism for gen­
eral N-body Coulomb-like scattering. 
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II. STATIONARY REPRESENTATIONS OF THE 
COULOMB-LIKE RENORMALIZED WAVE OPERATORS 

The scattering systems considered in this paper will 
be assumed to consist of N distinguishable spinless par­
ticles described by the self-adjoint Hamiltonian H of the 
form 

N 

H=Ho+V, Ho=-~(2mi)-l,v~, 
i=l 

N 

V=.0 VW(Xi -Xi')' 
i<i' 

() ~ ~ 1 1-1 (5) ( ) Vii' X =eie i, x +Vjj' Xi-Xi' , 

(2.1) 

with domain o(Ho) and each Vii' symmetric on o(Vw ) 
~D(Ho) where mj(e i ) denote the mass (charge) of the ith 
particle and V::! are short range potentials, i. e. , 

V~f!(xl=O(lxl-1~·o), Eo>O, Ixl-oo. (2.2) 

We will further assume that for each channel a the a­
channel Hamiltonian. H a" is self-adjoint onD(Ha) 
=D(Ho). In addition, Ha will be assumed to have the 
decomposition 

(2.3) 

where H~ln depends only on the center-of-mass momen­
tum variables of the fragments making up the channel 
a and H~nt depends only on the internal coordinates of 
the a-channel fragments and has a pure point spectrum 
onH(a). 

The above general requirements will be impliCitly 
assumed hereafter. 

In the following we will denote by o(a) the set of func­
tions, dense in H(a), having the form I/> = 1/>1 n;~l XJ 
EH(a) where Xj' j=l, . .. ,na , denote the bound state 
wave functions making up the channel a and 1/>1 
E L2(R3na ) is such that 

r(l±it MjMkejek )-11/>1 E L 2(R3n",). 
l<k IM/V'k-MkV) 

Theorem (2.1): Assume that the renormalized wave 
operators, n~a), for Coulomb-like scattering exist. 
Then n~"') have the following stationary representations 

n~"')</I= s-lim w~a) F~"')*</I 
s .. +o 

valid for each </I ED(a) with wl:)* and F:) given by 
(1. 4) and (1. 7) respectively. 

(2.4) 

Proof: We use the Bochner integral representations 
of w~"') given by (1. 4) to write for </I ED (a) , 

W ... a ) F .. a )* </I 

=± t~ du exp(Of U + iHu/E) exp(-iH"u/E)F:)* </I. 
o 

Using the explicit form of F~")* given by (1. 6) allows 
us to rewrite the above as follows 
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n", ) x r (1 ± i .0 MjMkefek -1 </I 
j<k IMJV'k-Mk'V'jl 

(2.5) 

where C( "') is given by (1. 2). By the Lebesgue dominated 
convergence theorem for Bochner integrals (Ref. 6, 
Theorem 3.7.9) the strong limit E - + ° of (2.5) can be 
taken under the integral for each </IEo(ad to obtain 

s-lim wl."')~:)*</I 
e .. +co 

which proves (2.4). 

The above proof of the stationary representations 
(2.4) depends explicitly on the logarithmic dependence 
on I tl of the renormalization term c(a)(t). In the case 
of two-body scattering via potentials satisfying V(x) 
=O(lxl-Y), t< y< 1 as Ixl -00, the time-dependent re­
normalization term7 leads (via a similar argument as 
given in Ref. 4 to obtain F<;» to the following stationary 
renormalization terms, 

(± d dt exp Of Ef ± i q t1-Y [ i '~ ( (Y)M )J_1 
o (1- y)pr 

(2.6) 

where q(y) is a real constant, M denotes the reduced 
mass, andp= Ipl, where p is the relative momenta. 
We note that the techniques used to prove (1. 5) and (2.4) 
are not immediately applicable since the stationary re­
normalization terms (2.6) are infinite in the limit E 

-+0. 

III. STATIONARY HILBERT SPACE FORMALISM 

In this section, we derive a stationary Hilbert space 
formalism for N-body Coulomb-like scattering from the 
stationary representations (2.4) for the renormalized 
wave operators. 

It follows from the Riemann-Stieltjes integral repre­
sentations (1. 4) that the following equalities are valid 
for each E> ° and each </I ED (ad, 

(3.1) 

Furthermore, for </IED(e') whereD(a) is defined as 
follows, 

D(a)=} </IEO(a) Ir4±it MjMkejek )-l</1EO(Ha)}, l ~ l<k IMj'V'k-MkV'jl 

we can apply Lemma 5 of Ref. 2 to rewrite the first 
equality in (3.1) as follows for each E> 0, 

= Fa)*</I -f+~ __ 1 __ 
.. H-A±iE 

-~ 

(3.2) 
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where VCa)=H_Ha• 

The equalities (3.1) and (3.2) together with (2.4) 
allow us to state the following theorem which provides 
solution integral equations in Hilbert space for the 
Coulomb-like renormalized wave operators. 

Theorem (3. 1)~ Assume that the stationary represen­
tations (2.4) for the Coulomb-like renormalized wave 
operators are valid. Then for each wEDCa) we have 

nCa)w=s-lim 1+00 

± iE d KapCa)*w 
± • _ +0 oro H - ,\ ± if ~ ~ ±E 

(3.3) 

Furthermore, the following solution integral equations 
are valid, 

nCa)lji=s_lim {FCa)*w_j-OO 1 
± • _ +0 ±. oro H - ,\ ± iE 

xvCa)d~~aF:)*w l for each IjiEDCa). (3.4) 

In order to derive stationary Riemann-Stieltjes in­
tegral representations for the S operator, we will re­
quire the following lemma. 

Lemma (3.2): Assume that the Coulomb-like re­
normalized wave operators exist. Then for all channels 
Q! and i3 we have 

e~ +0 

w-lim n~B)* w~~) F~)* Iji= 0 
e-+O 

for IjiEDCa). 

Proof: From the integral representation (1. 4) for 
W::)* we have for ¢ EDCB) and IjiEHa), 

(3.5) 

(3.6) 

We now note that due to the existence of the renormal­
ized wave operators the following equality is valid, 

lim {(F.~)* ¢ I W~~)*n~ a)ljil + fro du exp(u) 
e .. +0 a 

x (F!~)*¢ I exp(iHBu/E) exp[ - iHau/E - iGC")(u/El]lj!)}= O. 

Thus from the above equality, (3.5) will be valid if for 
each ¢EO CB ) and IjiEHC,,) we have 

lim (-1) fro du exp(u) 
e ... +o 0 

We first note that if a and (3 are two channels which 
have in common a complex fragment whose bound state 
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wavefunctions correspond to different energy eigen­
values, then (3.7) is immediately valid due to the orthog­
onality of the bound state wavefunctions. 

In order to prove (3.7) and hence (3.5) for general 
channels a and {3 we can apply the Lebesgue dominated 
convergence theorem to see that (3. 7) will be valid if 
the limit E - + 0 of the following expression is zero, 

(F!:)* (p I exp[ - i(H" - HB)u/ E - iCC" )(u/ E)]wl, (3.8) 

for all ¢ contained in a dense subset of 0 CB) and all ~, 
contained in a dense subset of HCa). 

In the case a = (3, we can transform expression (3.8) 
to the momentum representation and £hoose as the dense 
set of functions ¢ =.: ¢1 n;;"l Xj , where ¢1 is a Schwartz 
function with SUPP¢l c A", where A" is defined by (1. 6) 
with 1) = O. By an appropriate integration by parts the 
limit E - + 0 of (3.8) can be shown to be zero and thus 
(3.5) is valid for the case a= {3. 

We finally consider the case a"* {3 with a and (3 dif­
ferent arrangement channels. Thus we have, Ha - HB 
= If=l Ylk~ + Yo, where the kp i = 1, ... ,N, denote the 
momentum variables of the N particles and at least one 
of the constants Yl' l=O, . .. ,N, say Yu is nonzero. 
The functions ¢ and Iji in (3.8) will be chosen from K f

,,) 

and K CB ) respectively, where K CY ) consists of functions 
X(ku ... ,kN ), where X denotes the 3N-dimensional 
Fourier transform of X, with X a Schwartz function which 
is zero in a neighborhood of 1'vlj Ii C:k)ki - Mk '[,i C~j)ki 
=0, for eachj<k, j,k=l" .. ,n", where P1=IICjnkp 

and in addition X is zero in a neighborhood of kl = 00 
ThUS, by an appropriate integration by parts in the first 
component ku of ku the limit E - + 0 of (3.8) is zero, 
which concludes the proof of (3.5). 

The proof of the relation (3.6) is analogous to the 
proof of (3.5) given above and thus will be omitted. 

The S operator S",B' corresponding to an incoming 
channel a and outgoing channel P, is defined in terms 
of the renormalized wave operators as follows: 

(3.9) 

We will now apply Lemma (3.2) to derive stationary 
representations of S"B' 

Theorem (3.3): Assume that the renormalized wave 
operators for Coulomb-like scattering exist. Then S"B 
has the following strong Riemann-Stieltjes integral 
representations: 

(¢ I S"B<Pl 

= - (l/7r) lim /F~~)* ¢ I 
e- +0 \'" 

x n~B)* VC,,) d~~"F..~)* <P, 

where IjiEDC,,). 

(3.10) 

(3.11) 
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Proof: It follows from (2.4) that 

(</J I n~8)* I/!) = lim (FI,!)* </J I w,!)* I/!) 
.~ +0 

(3.12) 

for </J ED (8) and I/! E H, where u:8
)* are given by the 

following strong Riemann-Stieltjes integrals: 

8)* f- ..,H ~ i€ W.. = d~ l!-~ 8 H A .' 
- ~ t€ 

-'" 

(3.13) 

Thus from (3.12) and (3.5) we have for </J ED(8) and 
I/!EH(Od, 

(</J I S",81/!) = (l/2lTi)lim (F.:)* </J I {w!:)* - w~:)*}n~"') I/!). 
.~+O 

Inserting the explicit Riemann-Stieltjes integral rep­
resentations (3.13) for w~)* and using the inter wining 
properties [cf. Theorem (4.0 Ref. 8] yields 

(</J I S",81/!) 

= -(1/ IT) lim (Z;::) * </J I 
.~+o (3.14) 

x f~OOd~E:8(H-A)n~"') (H",_~)2+E2 I/!). 

In order to complete the proof of (3010) we must show 

I:"'a~E~H8(H - A)n~"') (H", _ ~)2+€2 I/! 

(3.15) 

for all I/!EH("'). We first note that if the above equality 
is valid for finite intervals of integration then it is 
valid for infinite intervals of integration. Thus, for an 
arbitrary subdivision IT. = {a= Al < 0 0 • < A.= b} of (a, b) 
with IlT. I = SUPk I \ - Ak-ll and A~ E (Ak_l , Ak) we consider 

Since the last expression above converges to zero as 
IlT.1 - + 0, the equality (3.15) is valid. 

In order to prove representation (3.11) we use (2.4) 
together with (3.6), which yields 

S",81/!= (1/2lTi) w-lim n!8)*{w~~) - W!:")}F~"')* I/! 
E .. +0 

for all I/!ED(Od. It is easy to see by an analogous argu­
ment as given for (3.10) together with Lemma 5 of Ref. 
2, that (3. 11) follows from the above equality. 

The stationary representation (3.10) relates v(8)n~ad 
to the scattering operator S",8' We will now derive the 
relation between the operators V(8)W~"'), E2 > 0, and Sa8' 

2 
In the case of short range potential scattering this rela-
tionship has been derived and is provided by Lemma 4 
of Ref. 2 and Theorem 2 of Ref. 9. The proof of the 
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following Lemma (3.4) and Theorem (3.5) is a general­
ization of the proof of Theorem 1 of Ref. 9 and Lemma 
4 of Ref. 2 respectively, which takes into account the 
stationary renormalization term F~)*. 

Lemma (3.4): Assume that the stationary representa­
tions (2.4) of the Coulomb-like renormalized wave 
oper:ators are valid. Then for each € > 0, W~) F~"')* map 
I/!ED(a) into D(H). Furthermore, there exists nonnega­
tiv~ constants QI, e, Y, a and w such that for each I/! 
E D(a) we have 

1108)(n~a) - W~~) F~:)*)I/! II .;; QI II I/! II + 1311 Hal/! II 

+YjjH r(l-i~ MJMtejet )_l1/Jjj 
'" j<k I MJ V t - Mk Vj 1 

+(15+Ew)jjr(l-i~ MtMkejek )_llj!jj. 
j<k 1 M j V k - Mk Vj 1 

In addition, the following equality is valid; 

s-lim v(8)(n~"') - W-ECd F~:)* )Ij!= 0, 
E .. +O 

for each Ij!ED("'). 

(3.16) 

(3.17) 

Proof: It has been shown in Theorem 1 of Ref. 9 that 
W .. "'~ maps D(H",) into O(H). Since F±~"')*Ij!ED(H",) for each 
Ij!ED(od we have W!:) F~"')*Ij!ED(H) for each E> O. 

As a consequence of Lemma 1 of Ref. 2 there exists 
nonnegative constants a and b such that the following 
bound is valid, 

II exp{iHu/ dH exp( - iH "'u/ E )F~"')* 1/J II 

.;;al\Har(l-i~ IM~~~~~j I flj!ll 
+bjjr(l-i~ MJMtetek )_l1/Jjj 

j<k I M j Vk - MtVj I 

for each Ij! E!J ("'). Thus, the following Bochner integrals 
exist and the following equality is satisfied, 

(HW~:) F~:)* - W~"') F~:)*H",)1j! 

= - roo dtexp(u+ iHu/El(H -H",)exp(- iH",u/E)F~:)*1j! 
o 

for each 1/JED("'). Integrating the above Bochner integral 
by parts, which can be justified via Lemma 2 of Ref. 2, 
yields the following equality: 

(HW~"') F~:)* - W~") F~:)*H",)1j! 

= iE(W~"') F~:)* - F~:)*)Ij!, 

valid for each E> 0 and each Ij!ED("'). 

We now consider for Ij!ED("'), 

v(8)(n~"') - W~"') F~:)*)1j! 

=C(t)(t-H)(n~"') - w~a)F~:)*)1/J, 

(3.18) 

where C( t) = (H - H8 ) (!; - H)0l, 1m!; > O. Since, by Lemma 
2 of Ref. 9, C(!;) is bounded, there exists a constant B 
> 0 independent of E such that 

(3.19) 

Furthermore, by the intertwining properties 
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(1; - H)(n~Qd - w~~) F~~)*)I/!= (n~a) - w~:) F~)*) 

x (I; - Ha)1/! + (HW~:) F~:)* - W<,:) F':.:)* Ha)l/!. (3.20) 

From (3.19), (3.20), (3.18) and the explicit forms of 
W~:) and Fe::)* we obtain 

II V(a)(n~a) - W ... a) F~a)*)1/!11 

~ B {II (n~a) - W~:) F~:)*) (I; - H) I/! II 

+ 2€ II r (1 - i i~ I Mi~:rv:.k:;k~i I) -1 I/! 111 ' (3.21) 

valid for each I/!€DCa) andeach€>O. Relations (3.16) 
and (3.17) follow immediately from (3.21). 

Theorem (3.5): Assume that the Coulomb-like renor­
malized wave operators exist. Then the following 
stationary representation of Saa is valid: 

(¢ I Saal/!) = lim Urn (-1/rr/F.~)*¢1 
E1"+O 6

2
-+0 '\ 1 

Proof: We have from Theorem (3.3) 

(¢ I SOIaI/!) = "li_~ (1/2rri) (F~~~* ¢ I I~~ dxE: aV(a)n~a) 
1 

X(Ha-~+iE1 -Ha -'t..
1
_iE

I
) "'), 

for all ¢ €D(a) and I/!€H(a). Thus, in order to prove 
(3.22) we are required to show that the strong limit E2 
- + 0 of the following expression is zero, 

f +~ d E!aV(J!l{n(a) - WC",) FCa)*} 
_00 :\ A - -E 2 ~2 

x{Ha-~+iE1 -H",-\-iEI}1/! 
(3.23) 

for each E1 > 0 and all I/! € [5 Ca) . 

We first note that 

(+® d E"aV(a){n Ca ) _ W a) Fa)*} ('f 1). <p 
J.~ x x - -"2 -62 Ha-A'fZE1 

== (± i) Sa T~ dt exp(±E1t - iHat)VCS) 

x{n~a) - W~:)F~:)*}exp(iHaM (3.24) 
2 2 

is valid for each <P E 0 Ca) and all E1> 0, E2> O. In order 
to show the above equality we rewrite the resolvent con­
tained in the above Riemann-Stieltjes integral in terms 
of Bochner integrals over t, which yields 

r+~ d £I8v(8){nCa) _ WCa ) F<a)*} ('1'1). <P 
)_~ x x - -"2 -"2 H", - A'f lEI 

= (± i) f~® dx ~ 8VCaJ{n~a) - W~:; .r::;*} 

x iT~ dt exp[ (± E1 - i't.. + iH ",)t]I/!. (3.25) 

By the inequalities (3~ 16), the following Bochner in­
tegrals exist for <P E DCa 1 : 
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x{nCa ) _ WCa ) pa)*}exp(iH t)", 
.. -E

2 
-1: 2 O! ,+,. 

Thus we can rewrite the last expression in (3.25) as 
follows: 

(± i) r: dx E:. a fOT~ dt exp[ (±EI - i't..)t] 

x Vca){n~") - w~:; .r::;*}exp(iHat)</J. 

Applying Theorem 3' of Ref. 2 together with the in­
equalities (3.16) allows us to interchange the above A 

and t integrals which verifies (3,24). 

The relations (3.24) allow us to rewrite (3.23) as 
follows: 

(- i) J+® dt exp(- E t - iH t)v<S){n(a) - We,,) FCa)* } 
o I a - -" 2 -"2 

X exp(iH"t) I/! + (+ i) r~ dtexp(+ Elt - iHat)VC8l 
o 

(3.26) 

That the strong limit E2 - + 0 of the above expression is 
zero, follows by an application of the Lebesgue domi­
nated convergence theorem for Bochner integrals, 
whose hypothesis can be verified from the inequalities 
(3.16), together with the relation (3.17). Thus the 
stationary representation (3.22) is valid. 

IV. DISCUSSION 

In this paper we have derived a natural generalization 
of the short range stationary scattering theory which is 
valid for general Coulomb-like potentials. In particular, 
we have shown that all the essential results contained 
in Refs. 2 and 3 for short range scattering have a gen­
eralization to scattering via Coulomb-like potentials. 

It is easy to see in a heuristic manner that the station­
ary scattering formalism of Sec. III leads to the rela­
tionship between the complex energy distorted waves and 
off-energy-shell "T matrices" and the corresponding 
physical distorted waves and on-energy-shell S matrix 
for N-body Coulomb-like scattering. We hope to provide 
a concrete derivation of this relationship in a future 
publication. 
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A class of field theories with unique well-defined functional 
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A class of field theories is considered where the codomain of the field is taken to be a compact Hausdorff 
topological group G. The product space GR" is then a compact Hausdorff topological group G

Rn 
and as 

such there exists a unique measure on this space. 

I. INTRODUCTION 

The quantum nonrelativistic mechanics of a point 
particle in n dimensional Euclidian space R" can be set 
in the framework of the Hilbert space L2(R", a:), the 
equivalance classes of Lebesque square integrable func­
tions on Rn. It would be natural to try and formulate 
quantum field theory in a similar setting, but infinite­
dimensional integrals are difficult to define. The defini­
tion is usually made by taking the limit of finite-dimen­
sional integrations as in Wiener integration or as in the 
following brief argument due to Rosen. 1 

Consider a linear n-tuble field with topology given by 
the norm 

Ilu - v" = sup {[u(x) - v(x)]' [u(x) - v(x) WI 2. 
.ER n 

In this topology the finite-dimensional linear normed 
subspaces are locally compact Abelian topological 
groups, and as such for each finite-dimensional sub­
space there exists an invariant Haar measure. The 
measure on the whole space is then defined as the limit 
>n - 00 of the measures on the >n-dimensional subspaces. 

In recent years interest has been aroused in nonlinear 
field theories and in particular field theories in which 
the range of the field is taken to be a Lie group 
(Dowker2). It is shown below that when any compact 
topological group is used for the codomain of the field, 
there is a unique well-defined integration, without the 
problem of a limit over finite-dimensional subspaces, 
and an associated L2 space. Path integrals are also 
well defined in this class of field theories, and so could 
be a perfect setting for the Feynman approach to quan­
tum field theory. 

II. THE FUNCTION SPACE 

In what is to follow the field will be defined to be the 
space of functions 

f:Rn_ G. 

In usual theories G is taken to be a linear vector space 
R m or a: m

, but in the theories considered here G will be 
taken to be a compact topological group. The function 
space will be denoted G

Rn
• (It is to be noted that some 

authors use this notation to mean only continuous func­
tions, but here it will be used to denote all functions. ) 

As a general reference for point set topology, 
Dugundji3 is recommended, but some definitions are 
important in the following arguments and will be stated 
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for completeness. A topological group relates its 
algebraic and topological structure in the following way: 

Definition 1: G is a topological group if G is an 
algebraic group and the function 

P:GxG-G givenby P(gl>g2)=glg~1 

is continuous. (Here juxtaposition denotes group multi­
plication). An algebraic group structure can be defined 
point-wise in the space G

Rn as follows. Given any f1> f2' 
there exists f3 defined by f3(x) = fl(X)f2(X). A topology 
may be defined on G

Rn
, which makes it a topological 

group. The point topology is the smallest topology such 
that the evaluation functions E.{f) =f(x) are continuous. 
This topology can be built up from basic open sets of the 
form II.ERn 0., where 0. is open in G and 0. = G for all 
but a finite number of values of Rn. Since the mapping 
has continuous coordinates with this topology, G

Rn is a 
topological group. The group G is endowed with two 
other properties namely: 

Definition 2: A topological space (G, T) is said to be 
Hausdorff if given any two pOints gl' g2 E G there exists 
two elements of the topology T" T2 E T such that 
glETJ) g2ET2and T]nT2=cp· 

Definition 3: A topological space is said to be compact 
if given any open covering there exists a finite sub­
covering. With the point topology GRn inherits these two 
properties from G. 

Theorem 1: If G is Hausdorff, GRn is Hausdorff. 

Theorem 2: If G is compact, GRn is compact. 

These two theorems are proved in Dugundji; note that 
the proof of the last theorem depends on the axiom of 
choice. 

III. MEASURE AND THE HILBERT SPACE 

The nice feature of compact topological groups is that 
there exists a unique finite measure. The proof of this 
is given in Dunford and Schwarz. 4 (Note that in Dunford 
and Schwarz topological groups are by definition 
Hausdorff. ) 

Theorem 3: Given any compact Hausdorff topological 
group G there exists a unique nonnegative countably 
additive regular measure /J., the Haar measure, defined 
on the Borel sets (3 of G such that /J.(G) = 1 and fJ.(gE) 
= /J.(E) for each gE G, E E (3, and furthermore 

/J.(Ef) = /J.(E- 1
) = /J.(E). 
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Since CRn inherits the properties of being Hausdorff and 
compact from C, it also inherits the property of the 
existence of a unique measure. This can be seen more 
clearly as follows: A basic open set in CR" may be pre­
scribed by IT~=1 OXi for a finite number of points Xi in 
R", where Ox. is strictly contained in CR", the pOints 

" ' of R for which Ox == C are suppressed. A set function p 

from these basic open sets into the positive reals may 
be defined as follows: 

P(i~1 0.)= 1~1 V(O'i)' (3.1) 

where v is the Haar measure in C. The function p may 
be extended to an outer measure and can be shown to 
satisfy the properties of Theorem 3 and since the Haar 
measure jJ. is unique, it must coincide with the exten­
Sion of p. 

The equivalence classes of square integrable functions 
L 2(C R", (3R", jJ., 0:), abbreviated L 2(C R"), form a Hilbert 
space (Dunford and Schwarz) and so a framework for 
quantum mechanics is present in this field theory. An 
additional feature of the use of compact topological 
groups is contained in the following theorem (Dunford 
and Schwarz). 

Theorem 4: Let {R"'} be a maximal set of unitary 
finite dimensional representations of CR" (a EA some 
index set) no two of which are equivalent. Let {R~j} be 
the corresponding family of matrix elements. Then 
{R~j} is a complete set of orthogonal functions in 
L 2(C R "). 

IV. CONTINUOUS FUNCTION SPACES AND 
BOUNDARY CONDITIONS 

Interest is not always in C R
", but in some subset of 

it, in particular C(R", C), the space of continuous func­
tions, or C(R", C, 00, e), the space of continuous func­
tions, such that, as Ixi - 00, j(x)- e the identity ele­
ment of C. This space will be abbreviated Co(R", C). The 
latter space is of interest in kink theory (Williams 5

), 

where because of the boundary conditions the space 
divides naturally into homotopy classes which for suit­
able choice of C, for example SU(2), correspond to 
half-integral spin conserved particle structures. In this 
case it is the class of trivial maps IT(e) of Co(R", C) 
which is of particular interest. [The class IT(e) is the 
subset of maps of Co(R", C) which can be continuously 
deformed into the identity. I 

It can be seen that C(R", C), Co(R" , C), and IT(e) are 
algebraic subgroups of CR

", and, because every basic 
open set will contain one element of each, they are all 
dense in CR", since R" is Hausdorff. The following 
theorem (Halmos6) shows that none of these subsets 
contain measurable sets in CR

". 

Theorem 5: Every Borel set A of finite positive mea­
sure in a locally compact group C has the property that 
AA -1 contains an open neighborhood of the identity. 

The reason for this is as follows: The Borel sets (3R" of 
CR" are the class of subsets of the form (3E, where E 
is a countable subset of R". Thus (3R" contains no set in 
which a noncountable set of coordinates is restricted 
(Kingman7

). This means that C(R",C), Co(R",C), and 
IT(e) are thick subsets of CR" (Halmos6

). The follOwing 

504 J. Math. Phys .• Vol. 17. No.4. April 1976 

theorem (Kingman7
) shows how these three subspaces 

may be made into measure spaces. 

Theorem 6: If n' is a thick subset of a finite measure 
space n, (3, jJ.; (3' = 0' n (3 and jJ. '(F n (3') = f.J.(F) for any 
FE (3 then n', (3', f.J.', is a measure space. 

This may be seen alternatively as fOllows. A measure 
can be defined on C(R", C) [and Similarly on Co(R", C) 
and IT ~e)] in the follOwing way. With the topology induced 
by CR the basic open sets of C(R" ,C) are 
C(R", C) n IT,O •. It is clear that if 

C(R", C) n IJOx= C(R", C) n ~O~" 
then x = x', 0. = O~. so that the set function on the basic 
open sets defined by 

p'(C(R", C) n ITO.) = IT 1'(0.), 
• • 

where v is the measure in C, is unambiguous. This can 
be extended to an outer measure and then reduced to a 
measure on the measurable sets. 

V. TIME DEVELOPMENT AND PATH INTEGRATION 

In the Feynman formulation of nonrelativistic quantum 
mechanics the time development of a system is pre­
scribed by a propagator which can be derived from a 
"sum" over all possible histories of a system C. (The 
following arguments will be restricted to a system C 
but apply equally well to CR". ) The space of all possible 
dynamiCS C([t,t'j,C), [t,t'leR, satisfies the same prop­
erties as C(R",C) above. That is, C([I,t'j,C) is a thick 
subset of a compact Hausdorff topological group Clt,t'J. 

The Feynman "sum" is an integration over the sub­
space C([t,t'],c)n 0tXO;,; here 0t is an open neighbor­
hood of gE C and 0;. an open neighborhood of g' E C. 
This subspace can be assigned a measure of total weight 
unity defined by [v(Ot)' v(0;.)j-1jJ.', where jJ.' is the 
measure in C([t, t'], C) and v the measure in C. The 
Feynman propagator from an open set 0;, to an open 
set 0t is given by 

K(OpO;,)=[v(Ot)'v(O;,)ll ,djJ.'exp[iS(f)], (5.1) 
°tXOt' 

where 5 is the action function 

S:C([t,t'j,C)-R 

If the limit v(Ot), v(O;.)- 0 of (5.1) is well defined, this 
will be the usual Feynman propagator 

lim K(OpO;.)=K(J.[,;;(;I,f'). 
v(Ot) 

v(O't,) -0 

If the action is independent of translations, 

because the measure is also translationally invariant, 

K(g, J.['; t, t') =K(g(g')-1, e; t, t). 

This corresponds to the usual translational invariance 
of point particle mechanics. 

VI. CONCLUSION 

The class of field theories investigated here do give 
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the possibility of a useful well-defined functional 
integration without the problem of limit of finite-dimen­
sional integrations. The existence of a finite measure 
stems from the compact Hausdorff nature of G and the 
uniqueness from the group property of G. 

The measure 11. is by construction invariant under the 
group action of GR ", but it can also be seen to be in­
variant under another set of transformations. Let T be 
any combination of rotations and translations in R", 
Tx=x'. The action of T ontE GR " may be defined 

'hex) =f(r-1x). 

The action of T on the basic open sets is then 

f n 0. = no.,., where T-1x j = xi, 0.,. = 0 •. 
1=1 i i=1 t 1 J 

That is T transforms the baSic open sets into basic open 
sets. From the definition of measure on the basic open 
sets it can easily be seen that 

l1.(fii 0 •. )= 11.(il: 0 •. ) 1=1 1 1=1 l 
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so that the measure is invariant under this transforma­
tion. In fact T can be any transformation R" - R", that 
is, a one-to-one and onto function. 
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The Dirac equation for a charged spin 112 particle with an anomalous magnetic moment in the Coulomb 
field is solved. A new phenomenon of formation of very narrow resonances of very high mass at small 
distances is demonstrated. 

I. INTRODUCTION 

We solve in this paper the Dirac equation with the 
Coulomb potential plus the additional interaction due to 
the anomalous magnetic moment of the electron in the 
Coulomb field. To our knowledge, this problem has not 
been solved before. ASide from this, the result shows a 
remarkable new phenomenon of resonance formation at 
short distances which is the real motivation of present­
ing this investigation. The anomalous magnetic mo­
ment of the electron is small relative to the normal 
magnetic moment (which is taken care of by the Dirac 
equation), but is of the same order of magnitude as the 
whole magnetic moment of the proton. We show that the 
magnetic interactions play the dominant role at small 
distances. 

II. THE WAVE EQUATION 

We consider a relativistic spin 1 particle of charge 
e2 possessing an anomalous magnetic moment a (in 
units of e2n/2me) in the Coulomb field of a fixed center. 
The normal magnetic moment is already taken into ac­
count by the Dirac equation" The equation we study is 
thus 

{'}I" [P .. - (e 2 / e)A .. l- mre}-v (1) 

= _ a(e2n/4me2 )Y"y V F .. v-v· 

Here A .. and F .. v refer to the Coulomb field of the fixed 
source e1 at the origin. Thus 

(2) 

Passing to the Dirac c;, !3 matrices and evaluating the 
right-hand side of (1) with the help of (2), we obtain 

[ea. p- (E -e1;2 ) + J3n1 re2J-v 

e1 c2n 1.f.l -V 
= - a 2m e r21f.'C; r , 

(3) 

where c; r = a . r I r. Note that we have put the reduced 
mass mr in the Dirac equation, but the anomalous mag­
netic moment is measured in units of en/2me, m 
= mass of the particle. We shall consider both cases 
e1e2 = c; and e1 e2 = - c;, corresponding to two leptons or 
lepton-antilepton systems, respectively. 

III. SEPARATION OF ANGULAR COORDINATES 
AND THE REDUCED RADIAL EQUATION 

We study now Eq. (3). Having exhibited all the mag­
nitudes, we shall take from now on n = e = 1. 
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Using the relation 

C\!·p=c;rPr+i(Ci/r)(7·L, [Cir,Prl=o, 

we rewrite (3) as 

[Ci,p. + i:;: (70 L + a ~1;2 ~ iJ3c;r 

+ J3mr - (E - e1;2)] -V = 0. 
We see from (5) immediately that 

J2, J z , andK=i3«(7·L+1) 

(4) 

(5) 

are still constants of the motion as in the ordinary 
Coulomb problem, because (7. L = (3K - 1. We therefore 
look for simultaneous eigenfunctions of the Hamiltonian 
and J2, J z ' K, which we label by -V~jz with 

K-v". = - K-V}j • 
1J z Z 

It follows from (7) that the four-component equation can 
be split into two coupled two-component equations by 
putting 

-V~j = (1)), 
J z X 

such that 1> and X are eigenfunctions of «(7, L + 1): 

«(7'L+l)1>=-K1>, «(7·L+1)x=KX. 

Because on angular momentum states I '0 we have 

«(7oL+1)Il=j+~)=-(j+~)ll=j+1), 

«(7.L+1)Il=j-1)=(j+1)!z=j-i). 

(8) 

(9) 

(10) 

we can separate the angular and radial parts of 1> and 
X by writing 

1>=g(r)ll=j+1), 

x=ij(r)ll=j-1). 

Inserting these into (8) and (7), we find 

K-v"j' = - (j + 1)-V"j ; l z J I! 

hence 

(11 ) 

(12) 

K=j+~. (13a) 

If we consider the other possibility, where ¢ and X 
are interchanged in (8), we get the same equation as 
(12) with K= - (j +i). Therefore, 

K=± U +i). (13b) 

Returning now to our Eq. (5), we note that 
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(14) 

and 

(15) 

Consequently, the angular parts separate, and we ob­
tain the following two coupled equations for the radial 
parts, 

1L=(K-1 +a~)f(r) 
dr r 2mr 2 

+ (m, -E + e~e2 )g(r), 

!!:g=(_K+1_a~\ (r) 
dr r 2mr 2J g 

+ (m, + E _ e,;2)f(r) 
or, letting 

(16) 

u2 = 1 [u~ +(~ + 2~) uJ 
and obtain an equation in U, only: 

(
d2

U 1 _ A' ~) _ [K(K + 1) + E(K + 1) +_1_ 
dx2 A dx x2 x3 4X4 

+ ~ (~ + 2~ ) + AB J u, == O. 

The first order derivative term du,l dx can be elimi­
nated by the transformation 

(23) 

u,=Mw,. (24) 

Then 

~==!.A' w +Y.AljJ' 
dx 2;ur' l' 

~u 1 AU v'A - tA' A' 1v'A 
~=2 A w, 

A' ~ v'A ifw, 
+;ur dx + dY . 

(17) We insert these expressions into (23), observing from 
(22) that 

dU2 ==(~ + a~)u 
dr r 2mr2 

2 

+(m,_E+e~e2)uu 

~=-(!i.+a~)u dr r 2m? 1 

+ (mr +E- e~e2)Uz. 

(18) 

One can try to solve these coupled first order equations 
as a matrix equation, or, as we shall do, decouple 
them by going to a second order equation. We first in­
troduce a dimensionless variable x by letting 

r=arox, ro==Qilm, (19 ) 

and 

E == sgn(e, e2 ). (20) 

Then 

~=(~+_€_)u +B(x)u 
dx x 2x2 2 " 

~:' == - (; + 2~)Ul +A(x)Uz, (21) 

o <x"" "', 

where 

(22) 

BC¥) = aro(m r - E) +w/ x. 

Differentiating the second of Eqs. (21), and using the 
first, we obtain 

~l.fl =(~ +~)u _(!i. +~)~ 
dx2 x 2 x 3 

1 X 2X2 dx 

+A'(x)Uz +A(x{(; + 2:Z) Uz +B(x)u,J. 

Here we insert for Uz its value obtained from (21) 
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AB=- k2 + 2E aroO!E/x-0!2/ X2 , 

where 

k2=_«~(m;_E2) (25) 

and evaluate and insert A', A" as well, and obtain 
finally after some algebra the eigenvalue equation 

C~2 +k2 -V, (x))w,=0, (26) 

where the energy-dependent dynamical "potential" 
V, (x) is given by 

K(K + 1) 1 
V,(X)=--2- +2Earoa E-

x x 

+ 1 rE (K + 1) + 3 1 2J ( 7) 
x2 L hi (x) 4" hlex ) - a 2 

1[ 1 11 1 
+x3 E(K+ 1)+2 hj(x)J+4x4' 

with 

am +E 
h 1(x)= -E +-2 ~x. 

7T m 

In the transformation (24) leading to (27) we assumed 
A(x) > 0 which is fulfilled for € = -1. For € = + 1 there 
is, however, a region with A(x) < 0 and in this case one 
has to transform according to 

u,=v-Aw, (24') 

which leads exactly to the same equation (27). 

In a similar fashion, if we eliminate u, from the two 
equations (18) and set 

U2 = f.B(X) 'li2 , 

we obtain 

where 
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Vir) 

Posrtron'lum r---
regIon 

FlG. 1. The effective dynamical "potential" for K = j + ~ = 1. 
The positronium levels are indicated schematically at Bohr 
radius and the resonance levels atr~a(",lm~ Vmax~(35 GeV)2. 

with 

IV. STUDY OF THE EIGENVALUE EQUATION 
AND SUPERPOSITRONIUM RESONANCES 

(30) 

The dynamical potentials V;(x), Eqs. (27) and (30), 
are rather complicated, but for Elm» 1 they become 
essentially independent of E. For a fixed value of K 

=1, E=-1, i.e., e1 =-e2 , V1(x) has the behavior 
shown schematically in Fig. 1. 

We see from Fig. 1 that the new terms of the inter­
action proportional to the anomalous magnetic moment 
a = Ct 1217 only very Slightly change the potential in the 
positronium region, and these changes are taken into 
account in quantum electrodynamics. However, at dis· 
tances of the order of aCt / m the structure of the poten­
tial is entirely changed, and we obtain a new region, 
which we call the superpositronium resonance region. 
Clearly the spectrum of the Hamiltonian is continuous 
for Jl> 0, and we can only locate the position of the 
resonances. For this purpose we first truncate the po­
tential along the dotted line so that we have a potential 
well. Let 

(31) 

There are exact upper and lower bounds for the number 
of bound states 1 in such a potential V(x): 

21~ 
11 ~ - I VLrW /2 dx, 

17 0 

n ""{ {!. -!. i~ dx V~) }}, 
2 17 0 ,J-V 

min 

(32) 
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where {{ o. o}} indicates the integral part of the quantity 
inside the parentheses. 

By numerical integration we find 

{{0.9n~I1~1.2, for K=+1. (33) 

We thus expect one resonance for each fixed value of 
K. For the truncated potential we have indeed located 
the position of the bound state by numerical integration. 
The actual location of the resonances will be done by a 
numerical phase-shift analysis and will be reported 
elsewhere. 

V. DISCUSSION AND CONSEQUENCES 

(1) There are no new parameters in the present cal­
culation, the value of the anomalous magnetic moment 
being fixed as a = Ct /217 from the lowest radiative 
corrections. 

(2) For E = + 1, i. e., e1 = e2 , the Coulomb interaction 
is repulsive and bound states in the positronium region 
no longer exist. In the superpositronium resonance re­
gion there is, however, an approximate symmetry of 
the "potential," and the change of sign in E can be com­
pensated by a change in the quantum number K. This can 
be seen as follows. Under the assumption EI m » 1 we 
have l/h;« 1. Since the Coulomb interaction 2wroO' E/ x 
is also negligible at distances x S aO' / m, the relevant 
potential is apprOXimately given from (27) by 

V (x)_K(K+1) +E(K+l) +_1_ 
1 x2 x3 4x4' 

Comparing (27) and (30), we see that V 1 (x) goes over 
into V2 (x) under the replacement 

E - - E and K - - K. 

We therefore expect similar resonances in the lepton­
lepton system if they have high masses. However, the 
potential for E = 1 can be quite different if E is small as 
seen from Eq. (27). 

(3) In order to ascertain that the new resonances are 
indeed realistic, for example, for the e+e- system, 
many further effects have to be conSidered. 2 These in­
clude the magnetic moment of the other particle, re­
coil effects, and other higher order radiative correc­
tions. Unfortunately, there is no close relativistic 
theory of a two-body bound state even for a pure 
Coulomb interaction. These effects have to be con­
sidered step by step, and some are being investigated 
But in view of the recent discovery of very narrow 
high mass resonances in the e+e- system a dynamical 
model such as the present One obviously opens up re­
markable new possibilities and further directions of 
research. 
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A matrix algebraic method for constructing the comultiplicator group for any finite magnetic group is 
given. Each element of this comultiplicator group corresponds to an inequivalent factor system of the 
magnetic group. 

1. INTRODUCTION 

Projective representationst ,2 of groups belonging to 
a factor system are useful for representations of non­
symmorphic space groups3,4 and other problems of 
physics. 5 For magnetic groups which contain the anti­
linear time reversal operator6 either singly or in con­
junction with space rotations (proper or improper) and 
translations, the corresponding theory of proj ective 
corepresentations belonging to a factor system are 
used. 3,1,8 

Schur8- 10 showed that for a group G of linear opera­
tors the nonassociated factor systems can be obtained 
from the multiplicator group K. The multiplicator group 
is defined like this. For every group G there exists a 
smallest extension C, such that the factor group elK"" G, 
where the multiplicator group K~ C(G), the center of 
C. Schur also gave the algebraic method of constructing 
K. 

Janssen8 has extended Schur's results to magnetic 
groups. The multiplicator group K(M, G) of a magnetic 
group M(G) (in the notation of Ref. 3), termed the co­
multiplicator group, is shown to be isomorphic to the 
factor group Zb(M)IBb(M), where ~(M) is the group 
of n cocylces with arguments in M and values in the 
unimodular complex group V(l), and B~(M) is the cor­
responding group of n coboundaries. Thus the problem 
of obtaining the classes of factor systems reduces to 
the problem of algebraic topology. 

Since the majority of the solid state physicists work 
with matrix methods, we have explained here the matrix 
methodical procedure of constructing the comultiplicator 
K(M, G). In this we follow the original method of 
Schur9,l1 for linear groups. No proof has been given, 
since Janssen has already proved8 the necessary theo­
rems in a rigorous way. In Seco 2 we have explained 
Schur's original method of constructing K for any linear 
group G and we have extended it for a finite magnetic 
group. In Sec o 3 we have given examples of some par­
ticular cases. 

2. FACTOR SYSTEMS AND COMULTIPLICATOR 
GROUP 

The magnetic group is defined as 

M=GU aoG 

where ao is a fixed antilinear operator. 

ao = OVo, v5 E G 

(1) 

(2) 

where 0 is the time reversal operator and Vo is a fixed 
linear operator. We also define the associated linear 
group 
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M'= G U voG. (3) 

A representation D(a), a E M, will belong to the factor 
system w(O!,f3), a,{3EMif 

D(a) D(f3)(a] = w(a, (3)Ca8] D(af3). 

We have used the following notation 

A[a] {A ifaEG, 
A* if aEM-G, 

(4) 

(5) 

where A is either a matrix or a complex number. The 
set of complex numbers w(a, (3) satisfy these relations 

w(a, j3)[Y]w(aj3, y) = w(a, j3y) w({3, y), 
(6) 

Iw(a,ml =1. 

We first mention Schur's method9,ll,12 of constructing 
the multiplicator K. Let (a l , a2, ••• , ak) be the generators 
of G and the defining relations be 

a1(i) =e, i= 1, 2, .•. , k; (7) 

a a _ant<i,n an2(i,J) ••• ani<i,n . . 2 3 k 
ij-l 2 i ,}<z=" ... ,. 

The exponents are all positive integers. We extend G 
to C by defining new group elements with the relations 

A2(i) =E, i= 1, 2, ... , k, 

A;A j =J(i,j)Ail (i,n A22(i,n •• 'A7i (i,j), j< i=2, 3, ... , k, 

J(i,j)Am=AmJ(i,j), m=1,2, ••• ,k, j<i=2,3, ••• ,k, 

J(i,j) J(m, n) =J(m, n) J(i,j), n < m = 2, 3, ... ,k, 
j<i=2,3, ••• ,k. 

From this set of relations we obtain positive integers 
n(i, j) such that 

(8) 

J(i,j)"<i,J) = E, j < i = 2,3, ..• , k. (9) 

One then obtains the derived group [G, C), the group 
generated by the elements g,gjgi lgjl, gi> gj E e, and the 
group 9, generated by the elements J(i,j). Schur has 
shown that 

K = [G, C) n 9 . (10) 

K contains elements of the form J(i,j)~l(i,J), 
J(i,j)b2(!,J), ••• , J(i,j)b~(i,j)<i,j), where the bm{i,j) are 
positive integers. If e(i, j) are the n(i, j)th primitive 
root of unity, then the allowed sets of factor systems 
are obtained by substituting e(i,j)bm(i,J) for w(i,j). 

We extend this method to finite magnetic groups. Two 
cases arise. 

(i) v~ = e, so that M is generated by (al' a2, ••• , ak, 
BvO=ak+l); 
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(ii) v~ = ak, so that M is generated by (al' a2, ••• ,ak_t , 
fJvo) 0 

We treat these two cases separately. In the first case 
we define a matrix group extension &I of M: 

A iA j =J(i,j)Ai1(i,j) A2'2(i,n •• "Aii(i,j), j< i=2, 3, ... , k, 

A7(i)=E, i=1,2,3,.00,k, 

A A * - J(k + 1 ]0)* A nl(k+l,il A n2(k+l,n •• " A nk+l(k+l,j) k+l j - , 1 2 k+l, 

j=1,2, ••. ,k, 

Ak+1Atl = J(k + 1) E, 

AmJ(i,j) =J(i,j)Am, j< i= 2,3, ... , k, m= 1,2,3, ... , k, 

AmJ(k+ 1,j)* =J(k+ 1,j)*A m, j= 1, 2, 3, •.. , k, 
m=1, 2, 3, ..• ,k, 

AmJ(k + 1) =J(k+ 1)A m, m = 1, 2, 3, •.• , k, 

Ak+1J(i, j)* = J(i, j)-lAk+l' j < i = 2,3, •.• , k, 

Ak+1J(k+ 1,j)=J(k+ 1,j)*-lAk+t, j= 1, 2, 3, •.• , k, 

Ak+1J(k + 1)* = J(k + 1)-1 A k+1, 

J(i,j)J(m, n)=J(m, n)J(i,j), j< i=2, 3,.0., k, 

n<m=2,3, ••• ,k, 

J(i,j) J(k + 1, n)* =J(k + 1, n)* J(i,j), j< i= 2, 3, ••. , k, 
n = 1, 2, 3, ••• , k, 

J(i, j) J(k + 1) = J(k + 1) J(i,j), j < i = 2, 3, ••• , k, 

J(k + 1,j)* J(k + 1, n)* =J(k + 1, n)*J(k + 1,j)*, 
j=1,2,3,0'.,k, 
n=1,2,3,oo.,k, 

J(k + 1, j)* J(k + 1) = J(k + 1) J(k + 1, j)*, j = 1, 2, 3, .• , , k. 

(11) 
It should be noted that the positive integers ni (k + 1, j) 
are obtained from the structure of M'. 

V a - anl(k+l,n an2(k+l.j) .,. d!.k(k+l.il !fnk+l(k+l.il OJ- 12k 0 , 

j=1,2,3, ••• ,k. 

Manipulations of these relations give us 

J(i,j)"(i·j)=E, j<i=2,3,oo.,k, 

J(k + 1,j)*n(k+l,n =E, j= 1, 2, 3" •• , k, 

J(k + 1)n(k+l) = E. 

(12) 

We construct the derived group [ii, if] as the group 
generated by the elements 

(13) 

where [;1i is the matrix corresponding to the element 
m i E if, and iWi , is the matrix corresponding to the ele­
ment mil. If /izi i~ any of the elements J(i,j), J(k+1,j)*, 
or J(k + 1), then Mi' is simply inverse of the correspond­
ing matrix. /) is defined as the group generated by 
J(i,j), J(k+1,j)*, andJ(k+1). Then 

K(M, G) = [ii, if] n /)0 (14) 

K(M, G) contains elements of the form J(i,j)bm(i.n, 
J(k + 1, j)*bm( i, j), J(k + 1)bm(k+l) with integral 
bm(i,j), bm(k+1,j), bm(k+1). If e(i,j) is the n(i,j)th 
root of unity and e(k + 1) the n(k + 1)th root of unity, 
then the different sets of factor systems of M(G) 
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will be obtained by substituting e(i,j)bm(/,j) and 
e(k+1)bm(k+l) for w(i,j) and w(ak+hak+l)' It can be shown 
with the help of Eq. (6) that J(k + 1)2 = E. 

In the second case iI is constructed by the following 
prescription. We start with the structure of M', whose 
generators are (a1, a2, ••• , ak-l' vo): 

a/'i)=e, i=1,2,3, ••. ,k-1, v~=ak' v%n(k)=e, 

(00) UO) nkl(i,n 23 k 1 aiaj = ail" J a22 ,J ••• ak_i , j < i = , , ... , - , 

V a - anl(o,n an2 (o.n ••• a"k-l(O,il ]' -1 2 3 k - 1 o j - 1 2 k-l' -, , , ••. , • 
vOO(O,J) , 

We construct M by the following relations: 

AiA j = J(i, j)Ai1U,n A2'2 Ci ,il ••• A:~l(i,j), 

j < i = 2, 3, ... , k - 1, 

Ai(i)=E, i=1,2,3, ••• ,k-1, 

A .d*-J(O ]o)*A"1(O.ilA n2(o.j) "'A"k-l(O,j) A"o(o.j) 
1)'"' j - , 1 2 k-l 0 , 

j=1,2, ..• ,k-1, 

AoAt=J(O)Ak, A~(k) =E, 

AmJ(i,j) = J(i,j) Am, j < i= 2,3, ... , k - 1, 
m = 1, 2, 3, .•. , k - 1, 

AmJ(O,j)* =J(O,j)*Am, j= 1, 2, 3, ••. , k -1, 
m = 1,2,3, ... , k - 1, 

AmJ(O) = J(O) Am, m = 1, 2, 3, ... , k - 1, 

A oJ(i,j)*=J(i,j)"lAo, j<i=2,3, ••• ,k-1, 

A oJ(O,j)=J(O,j)*-lA o, j"" 1, 2, 3, ... , k- 1, 

Ao J(O) * = J(O)-l Ao, 

J(i, j)J(m, n) =J(m, n)J(i, j), j < i = 2,3, . 0 • ,k - 1, 
n < m = 2,3, .. 0, k - 1, 

J(i,j) J(O, n)* =J(O, n)*J(i, j), j < i = 2,3'0' . , k - 1, 
n = 1, 2, 3, ... , k - 1, 

J(i,j) J(O) =J(O) J(i,j), j< i=2, 3, •.. , k-1, 

J(O,j)* J(O, n)* =J(O,n)* J(O,j)*, j= 1, 2, 3, 0", 1? -1, 
n = 1, 2, 3, ••. , 1? - 1, 

J(O,j)*J(O) =J(O) J(O,j)*, j= 1, 2, 3,.0., k-1. 

(15) 

(16) 

Afterwards the method of procedure is the same as 
that in case (i). In the next section we give examples of 
this procedure in some special cases. 

3. SOME EXAMPLES 

A. M(G) = Cn ; (Cn ) 

The defining relations of M' are 

ai=e, a~=e, ~al=ala2' 

if is defined by 

Al=E, A 2At=J(2)E, A 2Af=J(2,1)*A1A 2, 

A 1J(2)=J(2)A 1, A 1J(2, 1)*=J(2, 1)*A1, 

A 2J(2)*=J(2)"lA2, A 2J(2, 1)=J(2, 1)*-tA2, 

J(2) J(2, 1)*=J(2, 1)*J(2). 
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WegetJ(2)2=E, J(2,1)*n==E. [M,M] is generated by 
J(2) and J(2, 1)*, the generators of 9. Hence K(M, G) 
is generated by J(2) and J(2, 1)*. 

The defining relations of M' are 

a'1==e, a~=e, a2a1==ar1~. 

M is defined by 

A'1=E, A 2A{=J(2)E, A2At==J{2,l)*A'1~lA2' 

A 1J(2) ==J(2)At> A 1J(2, 1)* == J(2, 1)*At , 

A 2J(2)* = J(2)-lA2' A 2J(2, 1) = J(2, 1)*-tA2, 

J(2) J(2, 1)* == J(2, 1)'" J(2). 

We get J(2, 1)*"=E, J(2)2==E. 

[M, M] is generated by the elements J(2), J(2, 1)* n-2, 
J(2,1)*2, J(2,1)A*Al-2, J(2, 1)*n-tA~. If n=odd or 4~ +2, 
then J(2, 1)*E [¥,¥]. If n==4m, then J(2, 1)*¢ [tI,M], 
but J(2, 1)*2 E [M, M]. 

Thus, for n == 4m, K(M, G) is generated by J(2) and 
J(2,1)*2; and for n = odd or 4m + 2, K(M, G) is generated 
by J(2) and J(2, 1)*. 

C. M(G) = Dn® NDn) 

The defining relations of M' are 

a'1==e, a~==e, e~=e, a2at = a'rla2' 
a3al = ala3' a3a2 == a2a3' 

M is defined by 

A'j=E, A~==E, A~r=J(3)E, 

A0l ==J(2, l) Arl Al, A~t' =J(3, 1)* A 1A 3, 

A3A~ = J(3, 2)* A 2A 3, A 1J(3) = J(3) At, 

A 1J(2, 1)=J(2, l)Al , A 1J(3, 1)"'=J(3, 1)*A1, 

A 1J(3, 2)* = J(3, 2)* A l , A 2J(3) =J(3) A 2, 

A 2J(2, 1) = J(2, 1) A 2, A 2J(3, 1)* = J{3, 1)* A 2, 

A 2J(3, 2)* = J(3, 2)* A 2, A3J (3) * =J(3)-1 A 3, 

A3J(2, 1)*=J(2, 1)-lAa, A 3J(3, 1)=J(3, 1)*-lA3, 
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A 3J(3, 2) = J(3, 2)* ~1 A 3, J(3) J(2, 1) = J{2, 1) J(3), 

J(3) J(3, 1)* == J(3, 1)* J(3), J(3) J(3, 2)* =J(3, 2)* J(3), 

J(2, 1)J(3, 1)*=J(3, 1)"'J(2, 1), 

J(2, 1) J(3, 2)* =J(3, 2)'" J(2, 1), 

J(3, 1)* J(3, 2)* =J(3, 2)* J(3, 1)* 0 

We get J(3)2=E, J(2,l)n=E, J(3,1)*"=E, J(3,2)*2=E. 
[M,M] contains J(2), J(3,1)*, J(3,2)*, J(2,1)Ar2, 
J(2, 1)A~. Hence if n==2m, K(M, G) is generated by 
J(2) , J{2,1)m, J(3,1)*, J{3,2)*; andifn=2m+1, 
K(M, G) is generated by J(2), J(2,1), J(3,1)*, J(3, 2)*. 

D. M(G) = C2n (Cn ) 

M is defined by 

Ai = E, AoAt = J{O) At, AoJ(O) == J{O)-t A Q• 

We obtain J(0)2n=E. [if,if] and hence K{M, G) are 
generated by J(O). 
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Spinor representations and projective factor systems of 
crystallographic pOint groups 

P. Rudra 
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(Received 11 August 1975) 

We have given the correspondence between the factor system of the spinor representations of the different 
crystallographic point groups and the factor system given by Doering and Hurley. It turns out that for the 
groups Ct. C;. C2• C" C2h • C •• 3 •• C4h • Cl • C,;. C3u• D,. D3d • C6• C6h • C'h the factor system of the spinor 
representations are associated with that of the vector representations. 

1. INTRODUCTION 

It is well known that the spinor representations l of 
the rotation group and the Lorentz group can be looked 
upon as projective representations2

•
3 of the respective 

groups. The equivalence of them has been emphasized 
by many authors. 4-9 For the Lorentz group and the rota­
tion group there is just one factor system (other than 
the trivial factor system of the vector representations) 
to which the spinor representations are associated. 1 

factor systems and the corresponding representations 
have been worked out by Doering10 and Hurley. U Here 
we have given the factor systems of the different crys­
tallographic point groups (in Hurley's notation) to which 
the spinor representations of the groups are associated. 
For the spinor representations we use the factor system 
given by Zak et al. 12 For the groups Cu ep C2 , es ' C 2h ' 

C 4 , 54' e4h , e3 , e3il C 3v ' D 3 , D3d , e6 , C 6h ' C 3h the 
factor system of the spinor representations are asso-

For the crystallographic point groups the nonassociative 
c iated with that of the vector representations. 

TABLE 1. The factor systems of the crystallographic point groups to which their spinor representations are associated and the 
corresponding OI(g)'S defined in Eq. (4). p"'exp(ni/4). ~ =exp(7ri!6). 

Serial 
number 

1. 

2. 

3. 

4. 

5 

6. 

7. 

8. 

9, 

512 

Point 
group 

C i 

C2 ,Cs 

C Zh 

D z, C2v 

D2h 

D4h 

Doering and Hurley's notation of fac­
tor system and identification with 
point group operations 

A2"'E,A",1 

A2=E, A"'C2,IC2 

A2=E, B2=E, BA"'OIAB 

01 =±1, A=Cz, B=1 

A2"'E, B2=E, BA"'OIAB 

a = ± 1, A '" U&, B '" V", IV" 

A2=E, B2=E, BA=yAB 

C 2"'E, CA=j3AC, CB=aBC 

a,j3,y=±l. 

A=Uz , B=V", C=I 

A 4 =E A =Q,ICf 

A 4=E, B2"'E, BA"'aAB 

a =±1, A=C:, B=1 

A4=aE, B 2=E, BA=A~B 

a=±I, A=q, B=V" 

A4=OIE, B2=E, BA=A3B 

C2=E, CA"'j3AC, CB=yBC 

a,j3,y"'±1 

A=q, B=UX, C=I 
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Factor system to which 
the spinor representa­
tion belongs 

Vector 

Vector 

Vector 

a = 1 

Projective 

01 =-1 

Projective 

a, j3 = 1 

y=-1 

Vector 

Vector 

a = 1 

Projective 

Projective 

a=-1,{3,y=1 

The numbers a(g) and their 
interrelations 

o,(E) '" 1, c,.(1) = 1 

a (E) = 1, a (A) = ± i 

a (E) =1, a(Cz) =±i, a (I) =±1 

a (IC 2) =01(1) a(C2) 

a (E) = 1, a (A) = ± i, 01 (B) = ± i 

a (AB) = 01 (A) 01 (B) 

For the elementsgED2, a(g) 
are the same as in the case 4 
C/ (I) = ± 1, a (Ig) = C/ (I)a (g) 

01 (E) = 1, C/ (A) '" ± P, ± P~ 

a(Am)=lcdA)]m, m"'2,3 

For the ele ments g E C 4, a (g) 
are the same as in the case 6 
a (J) = ± 1, 01 (Ig) = a (I) a (g) 

c..<E)=I, C/(Cjl=±i, a(lf')=±i 

C/(q'") "'(OI(c~)m, m =2,3 

a (fJY) '" a W'") Ct' (C f<l 
01 (V'"y) = 01 (U')a (C~ 

a (u-!Y) =a (UX)a(C~") 

For elements gE D4 , C/ (g) 
are the same as in the case 8 
a (I) = ± 1, 01 (Ig) = Ct' (I) a (g) 
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TABLE I. (Continued). 

10. C3 A~=E, A=q Vector adE)=I, a(C!)=-I, exp(ui/3) 

(hexagonal axes) a (C§AJ = !cdC!)]2 

11. C 3i A3=E, B2=E, BA=AB Vector For elements gE C3, a(g) are the 
same as in the case 10 

A=Cf, B=I a (I) '" ± 1, a (Ig) =od1)a (g) 

(hexagonal axes) 

12. D3, C3v A3=E, B2=E, BA=A2B Vector a (E) = 1, a(C~ =-1, a(C~ =1 

A=q, B=V", IV" a(U") =±i, a(V"l1) =a(C~a(V") 

(hexagonal axes) a (DY) = -a (Cfja (V") 

13. D3d A6=E, B2=E, BA=aA5B Vector a (E) = 1, a (ICf) =:r1 

a = ± 1, A = IC~, B = V" a = 1 a (l"'C:F) = [adCYl]"', m=2,3,4,5 

(hexagonal axes) a (U") =a(DY) =a(V"l1) =±i, 

O! (W) = a (IDY) = a (IV"l) 

= - a (IC~a (U') 

14. C6 A6=E, A=q Vector odE) '" 1 ,a(CID = ±~, ±i,±~ 5 

(hexagonal axes) adCr") = (a (CID)'" , m = 2, 3,4, 5 

15. C6/! A6=E, B2=E, BA=aAB Vector For elements gEC6, a(g) are the 

a=±l, A=Cf, B=I a =1 
same as in the case 14. 
a (1) = ± 1 ,(1' (Ig) =(1' (1)a (g) 

(hexagonal axes) 

16. C3h A6=E, A=lq Vector a(E)=l, a(ICID=±L ±i,±~5 

(hexagonal axes) a (l"'C~ = fai(ICt)J"', m =2,3,4, 5 

17_ D6,D3h A6=E, B2=E, BA=aA5B Projective a (E) = 1, a (A) = ± i, a (B) = ± i 

a =± 1 a=-1 a (A"') = (O'(A»'" ,m= 2,3,4, 5 

A=q, Iq, B=V" a(AB) =a(A3B) =a(A5B) =a (A) a (B) , 

(hexagonal axes) a (A2B) = c; (A4B) = CI (B) 

18. D6/! A,B and their multiplication Projective For the elements gE DrJ!, a (g) are 
laws as in 17 a =-1,13,1'=1 

the same as in case 17 
I2=E, IB = t3BI , IA='YAI a (I) = ± 1, a (Ig) =a (I) a (g) 

a,t3,'Y=±1 

(hexagonal axes) 

19. T A2=aE, B2=aE, BA=aAB Projective c; (E) =a (U") =a (U") =a (DY) = 1, 

C3=E, CA=BC, CB=ABC a=-1 c; (qY") =c; (C~Y") =a (Cp") =a (qYi) 

a = ± 1, A = U", B = U' =~2,_1,_~4 

C=qYB a (CrY£) =a (C~"Y") = - a (Cry!) 

=-a(C~Y'") = fai(qY")]2 

20. Th A,B,C and their multiplication Projective For the ele ments gET, c; (g) are the 
laws as in 19 

a=-1 
same as in case 19. 

I2=E, IA=AI, IB=BI a (I) = ± 1, c; (Ig) = a (1)a (g) 

IC=CI 

21. ° A,B ,C and their multiplication Projective a (E) =a(U") =a(D") =a(DY) 
laws as in 19 

a=-1 =a (CrY£) =a (Cry'") = 1, 
D2=E, DA=aBD, DB=aAD, 

DC=C2D, a =± 1 
a (qY") =a (C~Y'") =c;(qy'") =a(qy!) 

D= U'" =a(C~Y'") =a(CrliJ =-1, 

a(U''") =a(Ux'") =a (uY") =a(lfi,") 

=a (U'Y) =a(CM =- a(rft'Yj 

= -01 (C~ = -a (C~ = -a(C~ 

= -OI(C~Yj = -01 (CJ'") = ±i 

22. °h A, B, C,D and their multiplication Projective For the elementsgEO, a(g) are 
laws as in 21. 

0'=-1 
the same as in case 21 

I 2=E, IA=AI,IB=BI, II (I) = ± 1, a (Ig) = II (I) 01 (g) 

IC=CI,ID={3DI {3 = 1 

0!,8=±1 
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2. PROJECTIVE REPRESENTATIONS OF FINITE 
GROUPS 

For any finite group G, the projective representations 
D~(gj) belonging to the factor system X(gpgj), gpgj E G, 
satisfy the relation2 

D~(gj )D~(gj) = X(gj ,gj )D~(gjgj)' 

I X(gpgj) 1= 1. 

The X(gpgj)'s satisfy 

X(gpgj )X(g ~jtgk) = X(gpgjgk)X(gj ,gk). 

(1 ) 

(2) 

Conversely,2 any set of complex numbers X(gjtgj) with 
moduli 1 satisfying Eq. (2) will form a factor system. 
Another such set X(gpgj)' will be a factor system as­
sociated with X(gpg) if there exist numbers a(gj), gj 
E G, such that 

X(gpgj)' = Ol(gj)a(gj )a(gjgj )-IX(gpg), 

la(gj)1 =1. 
(3) 

If the operator O'j corresponding to the group element 
gj gives rise to the representation belonging to the factor 
system X(gpgj)' then 

0;; = a(gj)O'j (4) 

will give rise to the representation D~(gj)' = a(gj)D~(gj) 
which belongs to the factor system X(gpgj)'. 

The distinct classes of nonassociated factor systems 
for a finite group can be obtained from Schur's multi­
plicator group. 13,14 For the crystallographic point groups 
Doering10 has given the nonassociated factor systems 
and the character tables for each group. Hurleyll has 
given all the irreducible matrices. For the spinor rep­
resentations of the crystallographic point groups we have 
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taken the representations given by Zak et al. ,12 which 
are not all associated with some nontrivial factor sys­
tem of the corresponding groups. We have tabulated in 
Table I the complex numbers a(gj) so that 0; will be­
long to a factor system given by Doering and lrurley, 
and 0, will belong to the factor system of the spinor 
represientations. 
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Removal of the nodal singularity of the C-metric 
Frederick J. Ernst 

Department of Physics, Illinois Institute of Technology, Chicago, Illinois 60616 
(Received 24 June 1975) 

The charged C-metric is transformed into another exact solution of the Einstein-Maxwell field equations 
corresponding to a massive charged particle accelerated by an electric field. When the appropriate 
equations of motion are satisfied, the nodal singularity associated with the C-metric disappears. 

A nodal singularity associated with the charged C­
metric l is indeed a manifestation of the neglect of the 
force necessary to accelerate a massive charged parti­
cle, as has been suggested2 by Kinnersley and Walker. 
By transforming the charged C-metric into another 
exact solution of the Einstein-Maxwell field equations 
with an additional parameter Eo representing an electric 
field, the nodal singularity can be eliminated by choosing 
the value of Eo appropriately. For example, in the case 
of small acceleration A, the requisite condition is found 
to be eEo=mA, in accord with Newton's second law. 

I. TRANSFORMATION OF THE CHARGED C-METRIC 

In terms of the retarded null coordinates employed in 
Ref. 2, the charged C-metric can be expressed in the 
form 

ds2 = - H du2 - 2 du dr - 2Ar du dx + r(G-l dx2 + Gdz2), 

where 

G= 1_x2 - 2mAx3 _ e2A2x4, 

H = - A2rG + ArG' + (1 + 6mAx + 6e2A2x2) 

- 2(m + 2e2Ax)r-l + e2r-2. 

As in Ref. 3, where we transformed the Reissner­
Nordstrom metric (A = 0) into another solution of the 
Einstein-Maxwell field equations with an additional 
magnetic field, we introduce complex electromagnetic 
and gravitational potentials associated with the space­
like Killing vector a •. In the present example 

q,=-iex, C=-[rG(x)+e2x2]. 

The field equations are left invariant under a group 
of transformations which were discussed by Kinnersley. 4 

In particular, we shall employ the Harrison-type 
transformation 

q,' = A -l(q, + tiEoC) , C' = A -lC, 

where 

A=l+iEoq, -iE02C. 

From the reality of C' it is clear that the transformed 
metric is static rather than stationary. Because A is 
real, we may write the transformed metric as fOllows: 

ds 2= A2(_ H du2 - 2 du dr - 2Ar du dx + r 2G-l dx2) 

+ A-2rGdz2. 

Applied to Minkowski space, where A=m=e=O, this 
transformation produces the electric analog of Melvin's 
magnetic universe, 5 with the electric field in the direc­
tion opposite to the polar axis (cf. Ref. 3). Applied to 
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the general charged C -metric, the transformation yields 
a solution which resembles the electric universe asymp­
totically, but which also has a black hole accelerating in 
the direction opposite to the polar axis. 

II. EMBEDDING OF I;+ (u,r) 

We may embed the 2-surface ~+(u,r) defined by u 
= const, r= const as a surface of revolution in Euclidean 
space. The induced metric on ~+ is simply 

da 2= r(q-l dx2 + q dz2), 

where q = A-2G(x) = G(x)/[(1 + teEaX)2 + iE02rG(x))2. 

There are two zeroes of G(x) between which G(x) is 
positive. The function q(x) has the same properties in 
the interval x2 <S x <S Xl' We introduce the angular 
coordinates 

8= JX
lq-l/2dx, ¢=kz, 

x 

where, to avoid a node at the north pole 8 = 81 = 0, we 
choose 

k=-!.!!£\ 2 dx ' 
Xl 

Then the induced metric on ~+ can be expressed in the 
form 

da 2= r(d82 + p2(8) d¢2). 

To avoid a node at the south pole, one requires that 

E=-~~I =1. 
9 2 

Explicitly, this equation (which does not involve r) 
reads as follows: 

x2(1 + 3mAx2 + 2e2A 2x2
2)/(1 + t eEOX2)4 

= -xl (1 + 3mAxl + 2e2A 2x l
2)/(1 + teEOXl)4. 

For sufficiently small values of the acceleration A, 
the zeroes of G(x) are located at X 2 = - 1 - mA and Xl = 1 
- mA, respectively. One concludes, therefore, that in 
this regime the constants e, Eo, m, and A must satisfy 

eEo=mA, 

which is precisely the same relation one might expect 
on the basis of classical mechanics. 

While the replacement of the charged C-metric by our 
solution with an appropriately chosen value of Eo permits 
one to avoid the problem of the nodal singularity, it re-
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mains to be seen whether the proposed physical inter­
pretation of the solution can be fully justified. 
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Probability measures on fuzzy events in phase space * 
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The notion of fuzzy sample point is introduced. and generalized probability measures on fuzzy events are 
defined. This leads to the concept of spectral measure on fuzzy events. It is shown that such measures can 
be associated with quantum-mechanical states when the fuzzy elementary events are represented by 
Gaussian distributions on phase space. 

1. INTRODUCTION 

The modern approach to probability theory dating 
back to Kolmogorov's formulation is based on the con­
cept of probability space, defined as a triple ()( ,A ,P) 
consisting of the sample space X, a Boolean a-algebra 
A of events in X, and the probability measure P, char­
acterized by its property of a-additivity and normaliza­
tion to unity on X. Underlying the empirical interpreta­
tion of P is the assumption that given an event tl., any 
experiment ultimately provides data which can be un­
ambiguously described by elements of X even when X 
has a cardinality equal to that of the continuum. 

In this note we investigate the possibility of generaliz­
ing basic probabilistic concepts to the case when the 
sample points are "fuzzy. " The obtained formalism is 
then considered in the context of quantum mechanics, 
with the aim of arriving at a stochastic description of 
measurements of noncommuting observables. 

In Sec. 2 we examine the operational meaning of fuzzy 
sample points by relating them to the calibration pro­
cedure of instruments used in measurement. In Sec. 3 
we formulate the concept of fuzzy event and introduce 
probability measures on such events. This leads in a 
natural manner to a generalization of the concept of 
spectral measure associated with two or more observ­
abIes. After treating this concept in a general context 
in Sec. 4, we turn to the special case of generalized 
spectral measures associated with simultaneous mea­
surement of position and momentum of quantum­
mechanical particles. Thus we arrive at a specific 
proposal for assigning probability measures in phase 
space to every quantum mechanical state. 

Basically, there have been two types of attempts at 
a stochastic formulation of quantum mechanics. The 
first type had been advocated by MoyaP and was based 
on an interpretation of the Wigner transform wp(q,p) of 
a statistical operator p as a probability density in phase 
space. It ran, however, into the problem of interpreting 
negative probabilities since wp(q ,p) is not positive de­
finite. The other type had been introduced by Dirac2 

and led to complex probabilities. It was later indepen­
dently considered3 within the context of complex prob­
ability measures. It was shown4 that an empirical mean­
ing can be assigned to this concept, but when the 
formalism was applied to quantum mechanics, this in­
terpretation ran into the difficulty4 of having the family 
of events in phase space dependent on the considered 
state p. 
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In contradistinction with the above attempts, the prob­
ability measures in phase space considered in Sec. 5 
are positive-definite, being actually derivable from the 
Husimi transformS of p. However, they are probability 
measures on "fuzzy" events of the type introduced in 
Sec. 3 and are not derivable from conventional probabil­
ity measures6 on "sharp" events; in view of the uncer­
tainty prinCiple, this fact is not surprising. On the other 
hand, they do reduce to the conventional probability 
distributions in position or momentum in the limiting 
case of infinitely precise position and infinitely precise 
momentum measurements, respectively. 

2. FUZZY SAMPLE POINTS 

The conceptual framework for probability theory ad­
vocated in the next section rests on the observation that 
the outcome of any realistic simultaneous measurement 
of n real stochastic quantities AI, ... ,An cannot be 
exhaustively described by only n numbers (CI'I' ••• ,Ct), 
except in those cases when the respective sets a(AI ), 

... ,a(An ) of values in JRI which these variables can 
assume are all finite or at most countably infinite dis­
crete subsets of JRI. In general, however, one should 
specify to what degree of certainty is some '\"* Cl'k and 
not Cl'k itself the actual value of A k • This stipulation is 
essential in objectifying the measurement process at 
least in the minimal sense of securing concurrence be­
tween different measurements carried out on the same 
sample with different instruments of varying accuracy. 7 

We adopt the attitude that an exhaustive description of 
the measurement outcome can be achieved by providing 
in addition to the n-tuple CI' = (CI'l' ••• ,CI'n) also a non­
negative function X(A), AE JRn, with a maximum at 0'. 
This function X(A) provides a measure for the relative 
certitude that A E a(A I ) x 0 0 0 x a(A) and not CI' is the 
actual value of the extracted sample point. We shall re­
fer to the pair ~ = (0', xl as a fuzzy sample point and to 
X as the confidence function of &. For a given instru­
ment!J supposed to measure values from some subset 
tl. of the joint range a(Au ... ,An) of AI> ... ,An' we 
shall call the procedure of attaching to each CI' E tl. a con­
fidence function X, the accuracy calibration of J;. In 
view of the probabilistic interpretation of calibration 
that we shall promptly advocate, we require that 

(2.1) 

Since the applications considered in this note relate 
to quantum-mechanical observables with continuous 
spectra, let us specialize our treatment to independent 

Copyright © 1976 American Institute of Physics 517 



                                                                                                                                    

stochastic variables All ... ,An for which a(A, ), ... , 
a(An) are closed intervals on 1R' and which can assume 
any value from the n-dimensional closed interval a 
= a(Au ... ,An) = a(A, ) X 0 •• X a(An). Under these circum­
stances we request that XE C~(a), i. e. , that it be 
infinitely many times differentiable on a. We shall also 
talk of a sharp sample point QI, which in analogy with a 
fuzzy sample paint can be represented by the pair 
(QI,o,,), where O,,(A) is the Dirac function o(n)(QI_ A) in 
IRn. Such terminology suggests an obvious operational 
meaning for the confidence function X of ~. 

Let us discuss first the case of a single stochastic 
quantity Ak measured by a given instrument!) k' For 
some reading Ql k E 1R' of!) k' the value Xk(Ak) at Ak of the 
confidence function of a

k 
could be taken8 to be the prob­

ability density for the actually determined value ofAk 

having been in reality \ when a reading of!) k yielded 
a

k
• Thus, assuming that sharp sample points could be 

prepared, a calibration of!) k could be carried out by 
comparing readings of!) k against perfectly accurate 
instruments which prepare sharp sample points. 
Naturally, since in reality such ideal absolutely precise 
apparata do not exist, the calibration procedure has to 
rely on results obtained by checking each imperfectly 
accurate instrument against some other such instru­
ments. Nevertheless, as long as we admit at least the 
possibility of indefinitely increasing the precision of 
the instruments preparing or measuring samples of A

k
, 

we can view the concept of sharp sample point as a 
limiting process in analogy to viewing the ° "function" 
as a ° sequence of actual functions. 

Such an interpretation of a fuzzy sample point Ct k 

leads to the expression 

(2.2) 

for the probability density of ~k derivable from the 
probability denSity r(13n) for sharp sample points (13 k , Oak). 
Indeed, (2.2) is the only expression compatible with the 
request that x(13k) = r(;k) when a ° distribution r(Ak) 
= o( \ - 13

k
) of sharp sample points (13k , ° B ) had been 

k 
prepared. 

In case of two or more stochastically independent 
quantities A" ... ,An it is not necessary to assume that 
arbitrarily preCise simultaneous measurements of these 
n quantities can be performed in order to give an 
analogous operational meaning to a confidence function 
of the form 

(2.3) 

If the fuzzy point £i = (a, X) with the above confidence 
function is the outcome of the calibration of an apparatus 
Y for the simultaneous measurement of A" ... ,An' when 
when the reading of!J is QI = (ai, ... ,Qln) we give each 
xk(Akl, }<=1, ... ,n, the same meaning as in the calibra­
tion of the instrument Y k measuring only A k • In other 
words, we adopt the principle (cf. Ref. 8, E-principle) 
that if a family J of samples with sharp values 13k of Ak 
has been prepared with a totally random distribution in 
those values, then the simultaneous measurements of 
Au ... , A k , ••• ,An which yield the value a k for Ak cor­
respond to a subfamily J k of J in which the distribution 
of the (3k values is described by xk(13k). Naturally, the 
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impossibility of actually producing absolutely sharp 
values for Ak necessitates the same type of concurrence 
approach to the calibration of Y as used in the calibra­
tion of an instrument!) k measuring Ak exclusively. 7 

3. FUZZY PROBABILITY SPACES 

Let us generalize now the concept of probability space 
(IRn ,8n, p) over the family 8 n of Borel sets in IRn to the 
case when the samples are fuzzy rather than sharp. We 
start from the assumption that a family Sn is given 
which consists of fuzzy sample points that can be ob­
tained by the simultaneous measurement of AI' ... ,An 
with a certain class of instruments. 

We define a fUZZy event ~ as a family 

6.={~laE~,x,,(AlEL'(~)}, ~E8n, (3.1) 

of fuzzy sample paints, a unique fuzzy point a being 
attached to each a from a Borel set ~E8n, Le., 3. is 
determined by the function X,,(A) on ~XlRn; in addition, 
we impose on x,. (A) the condition that it be Lebesgue in­
tegrable on ~ for each fixed A. We shall refer to the 
L'(~) (ina) nonnegative function X,,(A) as the character­
istic function of the fuzzy event t.. If ~ consists of only 
one point, i.e., A={a}, then we shall say that ~ is an 
elementary fuzzy event. Obviously the family of ele­
mentary fuzzy events coincides with the family Sn of 
fuzzy sample points. 

Two fuzzy events i..k = {X~k) I QI E A( k) L k = 1,2, will be 
said to be compatible if and only if X~l)(A) '" X~2)(A) for 
all QI E ~ (t) n ~ (2). In particular, we note that ,s, and ,s2 
are compatible whenever the Borel sets ~, and ~2 are 
disjoint. 

We denote by [n the family of all fuzzy events (3.1). 
A fuzzy event ~ can be viewed as the outcome of the 
calibration of an instrument!) for the Simultaneous 
measurement of A" ... ,A on the section ~ of its 
scale S(j. ) c IRn. Thus, co~patible fuzzy events i.. , and 
~2 are either the outcome of measurements with one 

, instrument or with replicas of the same instruments!) , 
or with two distinct instruments!) 1 and!) 2 of identical 
calibration on that part of their overlapping scales S(!) ,) 
r: S (!) 2) which contains the Borel set ~, II A2. 

If ~,' i 2 E [ are compatible we shall write ,sl ...... 6.2 

and define 

61 ;\ i..2={~IO'EA,r~2}' 
i.., V 62 = {a I Ct E A, U A2} 

(3.2) 

(3.3) 

as their intersection and union respectively. It is easy 
to check that the family [ is a partial Boolean ring9 

under the operationsH,;\, and V; Le., ,s .... 3. for all 
~ E [, ,s,~ i..2 implies ~2~ ~,; and if 3.1, 3.2, ,s3 E [ are 
mutually compatible, then ,s,;\ i..2~ ~3' ,s, V 3.2~,s3' 

When ~l"-+ ~2' we can define their difference 

~1\62={alaE~'\~2}' (3.4) 

If ,s2 = ,s,;\ 62 we shall say that 62 is contained in 6, and 
write 6.2 -< ~l' 

In analogy to an ordinary probability measure on 8 n
, 

we define a probability measure P(,s), ,sEEn, on fuzzy 
crents as a not identically vanishing and nonnegative 
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function on {n which vanishes on the empty set f/J, i. e. , 
p(q,) = 0, and is a-additive in the sense that whenever 
.& E {n is the union of disjoint fuzzy events, 

.& = '&1 V A2 V •• " AI A AJ = q, for i '" j, 

we have 

(3.5) 

Furthermore, since a small change in calibration 
should produce only a small change in the probability 
p(.&) of a given fuzzy event, we impose the additional 
condition that 

(3.6) 
!(k)~ ! 

for any sequence A(k)={(Q',X~k))IQ'E~}, k=1,2, "', 
for which at each Q' E ~ the confidence functions X~k) 
converge to the confidence function X", in (3.1) (in a 
topology related to the particular nature of the in­
struments used in measurements of Au ... ,An)' 

We easily see that if (R,n, {n, p) js a fuzzy probabil­
ity space, then for any compatible ~u '&2 E {n 

P('&1\'&2)=P(A1) -P(A2) if ~2 < ~1> (3.7) 

(3.8) 

As a matter of fact (3. 7) follows from the fact that 
A1 = A2 V (A,1\A,2) and A,2 A (3.1\ A,2 ) = ¢ ,while (3.8) is a 
consequence of (3.7) and the relation 

P(A l\A2) + P(A2\A l ) + P(A l A ~2 l= P(~1 V 3.2). 

Since no normalization condition p(I1n) = 1 has been 
imposed on P, the numbers p(.&) have to be interpreted 
as relative probabilities. The reason for avoiding a 
normalization condition becomes obvious if we consider 
the simplest of the fuzzy probability space (Ron, {n, p) 
derivable from an ordinary probability density w(A) in 
accordance to (2.2): 

peA) = J d!' Q' 1 n W(A)x",(A) dnA, .& = {X", I Q' E ~}. 
a IR 

(3.9) 

For a fuzzy 

JRn = {~ I Q' E lRn}E {n (3. 10) 

we have 

(3.11) 

which in view of the normalization condition 

(3.12) 

can be equal to one for any distribution weAl if and only 
if 

(3.13) 

Comparison with (2.1) shows that (3.13) can be expected 
to hold in the special case when 

(3.14) 

i. e. , when m.1 corresponds to instruments which have 
congruent calibrations at all points on their reading 
scales, but not in general. 
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Many of the basic concepts of probability theory can 
be generalized to fuzzy probability spaces as long as 
one heeds the compatibility condition. For example, 
with any specific global fuzzy event itn presented in 
(3.10) we can associate a nonnegative normalized 
measure 

(3.15) 

on the Borel sets ~ E Bn and then define means, 
medians, moments, etc., with respect to this measure. 
Naturally, the values of the quantities will be dependent 
on the choice of itn, namely, from the empirical point 
of view, on the choice of the class of instruments (with 
compatible calibrations) used in performing the mea­
surements yielding the fuzzy sample points. If arbitrari­
ly accurate measurements are feasible, then {n would 
contain for each Cl! E JRn elementary events X", of arbi­
trarily narrow spreads and P('&), .&E en, would be de­
rivable from an ordinary probability density w(~) in ac­
cordance to (3.9). Thus the case of a probability 
measure 

(3.16). 

on "perfectly sharp" events ~ E Bn can be regarded as 
idealized case of peA). Then P6(~) is conceived only in 
the limit of constructing more and more accurate in­
struments !) (1) , !) (2), • • • leading to (; sequences X~O, 
X~2) , ••• for the corresponding JRIl), R(2) , ••• defined 
as in (3.10); in this limit the fuzzy sample point at each 
Cl!ElRnbecomes sharp, so that (3.9) reduces (3.16). 

On the other hand, when arbitrarily precise measure­
ments are impossible-as is the case in measurements 
of noncommuting observables in quantum mechanics­
we do not have instrument-independent notions of mean 
value, moments, etc., and these concepts have a mean­
ing only within the context of a given class of instru­
ments with congruent calibrations. 

4. SPECTRAL MEASURES ON FUZZY SETS 

Let now A l , ••• ,An be n independent observables of 
a quantum-mechanical system. In order to avoid 
cumbersome notation we consider only the case when 
all the spectra a(Ak ) , I? = 1, ... ,n, coincide with the 
entire real line R,1. 

If Au ... ,An commute (to avoid confusion with com­
patibility of events, we avoid the term "compatible" 
when applied to observables) the conventional probabil­
ity distribution for the Simultaneous measurement of 
Au ... ,An can be expressed by means of their 
spectral measure (Ref. 10, Chap. IV, Sec. 1) 
EAt' ... ,An (~) by the relation 

(4.1) 

for the state represented by the density operator p. If 
a partial Boolean ring {(A l , ••• ,An) is given (cor­
responding to a certain class of instruments), then the 
values of the probability measure on {n should be re­
lated to its values (4.1) on Bn in accordance to (3.9) 
and (3.16). If we introduce for each A={X", I Q' E ~}E {n 
the operator 
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pA1· .. •• An(E) = J dnaf X (A) d Tr{pEAl' .... An} 
P a mn 01 l. l. 

= Tr{pEAl' •••• An(E)}. (4.3) 

The interchange of the trace operation and the operation 
of integration that leads to (4.3) can be easily justified 
by using Tonelli's and Fubini's theorems and the stan­
dard calculus of functions on spectral measures. 10 

Generalizing from (4.2), we define a spectral mea­

sure on fuzzy events [(AI' ... ,An) as a family of non­
negative operators E(E) ?- ° which equals zero on the 
empty set and for which 

N 

E(E) = S-lim.0 E(~k) 
N .. oo k=l 

(4.4) 

on any ~ E: [n which can be decomposed as in (3. 5). We 
note that no further generalization would be achieved by 
requiring only a weak limit in (4.4) since E(E1 ) + 00. 

+ E(A.N )?- 0, and therefore the existence of a weak limit 
implies that of a strong limit. 

If we accept now the premise that spectral measures 
EA1·····An(A.) can be attached to the fuzzy events cor­
responding to measurements of noncommuting observ­
abIes Au ... ,An' then clearly [n is not expected to 
contain elementary events of arbitrarily narrow spread 
and EAl' .... An(E) cannot be constructed as in (4.2) from 
its values on 8 n • To what extent are we then limited in 
the chQice of EAl' .... An(E) on a priori grounds, i. e. , 
due to intrinsic features of the operational 
interpretation of ~l ..... An(A.)? 

One set of preconditions follows from the observation 
that any measurement of Au ... ,An is also a measure­
ment of Au ... ,An_I' Thus, for probability measures 
on sharp events we have for all 6 n_1 E: 8 n-

1 

~1 ..... An-1.An(t:"n_1 XJR1)= ~1'" •• An-1(6n_11. (4.5) 

We expect that a similar relation could hold on the 
extensions 

to fuzzy events E. It is easy to see that this is indeed the 
the case for fuzzy sets in which at any fixed an-I E: JRn-l 
we have 

(4.7) 

for all (3 E a(An). In that case we shall say that the 
calibration in the measurement of An is spectnml­
normalized. We shall denote fuzzy events having the 
property (4.7) by ~n-1 xJR1

• 

Our conclusion is that the relation (4.5) extends to 
fuzzy events of the form En-I xJR1

, and consequently 

(4.8) 

We expect (4.8) to hold even when the values of the 
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spectral measure on fuzzy events are not derivable in 
accordance to (4.2) from its values on sharp events. 

Naturally, similar relations hold for the case when 
An is replaced by any A k• k= 1, ... ,n -1. }.fter n re­
ductions of this type we find that E A1 ..... An(6 ) is related 
to each ~k(El)' which in turn is related by n 

EAk(E1)=f dT)foox~WdE:k, 
a l _00 

~1 = { X~ I T) E 6 1} 

(4.9) 

to the spectral measure ~k(61) on Borel sets 6 1 E 8 1
• 

5. SPECTRAL MEASURES IN PHASE SPACE 

Let us consider the simple case of a particle without 
spin moving in one dimension and described quantum­
mechanically in the Hilbert space L 2(JR11. If the position 
Q and momentum P were commuting observables, the 
probability distribution for their simultaneous measure­
ment on the system in the state p would be derivable 
from a probability denSity on sharp elementary events, 
which would correspond to optimally precise measure­
ments of Q and P. In actuality, however, uncertainty 
relations hold and it is not the {j eigenfunctions of Q and 
P, respectively, but the Gaussian wavepackets (we take 
)(= 1) 

(5.1) 

that have the minimum standard derivations in Q and P 
compatible with these relations. This suggests that 
fuzzy sample points (q,p;X) with confidence functions 

~:~ (X,y)=IT-1exp{-[(x-q)2/s2] _S2(y _p)2} (5.2) 

represent the outcome of simultaneous measurements 
of Q and P with optimally accurate instruments, and 
that it is for probability densities on such sample points 
rather than on sharp sample points that one should 
search. 

Thus we assume that 

S(Q, p) = {(q ,p;x~~P I q ,p E: JRl, ° < s < ocr (5.3) 

is the family of all fuzzy sample points corresponding 
to the calibration of optimally accurate instruments. 
We associate with each elementary event (q,p,s) de­
scribed by X~~~ the operator pQ.P(q,p,s), constructed 
from the spectral measures EQ(6) and EP (6), 6 E: 8 1 

, 

of the observables Q and P, respectively, by means of 
the following weak cross -iterated integrals10

: 

(5.4) 

In (5. 4) x~:~ is derived from the Fourier transform X~:~ 
of X~·:~: 

Xx p(u,v)dudv. a. 
(5.5) 

It is interesting to note that if it were not for the factor 
expChuv) in (5.5) the function ~:~ would be identical to 
~~~(x,y). 

With S(Q,p) given by (5.3), the family [(Q,p) of 
fuzzy events in the phase space JR2 is unambiguously 
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determined in accordance to the procedure depicted in 
Sec. 3. Hence a fuzzy event S. E [( Q, p) can be specified 
by providing a value s{q ,p) for each (q ,p) E t..: 

(5.6) 

It is clear that s{q,p) has to be a Borel-measurable 
function in order that the characteristic function 
Xo)x,y) of .& be Lebesgue integrable on t. in q and p. 

We define the spectral measure EQ,P{,&) on[{Q;P) 
by the following Bochner integral10

: 

EQ ,P{,&) = f F(q ,p;s{q ,p» dq dp. 
A 

(5.7) 

It remains to show that EQ,P{'&) is indeed a spectral 
measure on the fuzzy events of [(Q,p) and that it satis­
fies the conditions (4.8) and (4. 9). 

We shall prove first that EQ,P(,&) ~ 0 by showing that 
F{q ,p;s) > 0 for every (q ,p;s) E S{Q, p). 

We insert (5. 5) into (5.4) and reverselO the orders of 
integration. The integration in the weak sense with re­
spect to the two spectral functions E~ and E; can be 
performed explicitly and yields 

F(q ,p;s) = (2rr)-1 fIR2 s(u, v)x!:;{u, v), 

S(u, v·) = exp(tiuv) exp(iQu) exp(iPv). 

(5.8) 

The operator-valued function S(u, v) that enters the 
above Bochner integral is the function von Neumann 
used in his proof of the uniqueness of canonical com­
mutation relations (cf. Ref. 10) and can be rewritten 
in the form 

S(u, v) = exp(tiPv) exp(iQu) exp{tipv) 

= exp(tiQu) exp{iPv)exp{tiQv) (5.9) 

by using the Weyl relations. If we express X~!;{u,v) in 
(5.8) as the product X~S)(u)X;<s)(v), where 

x~:;(x, y) = ~s)(x)X~s)(y), 

x~s)(x) = (rrs2)-1/2 exp[ _ (x _ q)2/ S2], (5.10) 

and take into account that 

= (2rr)-1 /2 1:~ ~s) (v) exp(iQv) dv, (5.11) 

we obtain by performing in (5.8) the integration in u 
E JR

1
: 

F{q ,p;s) = (2rr)-1/2 ~:~ dv X~<S)(v) exp(tipv) 

x(~:~ X~s)(x)dE~)exp(tiPv). (5.12) 

Similarly, by inserting the second expression for S(u,v) 
from (5.9) into (5.8) and integrating in vERI we arrive 
at 
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F{q ,p;s)= {2rr)-1/2 ( .. du ~s){u) exp{tiQu) 

X«( .. X~(s){y)dE;)exp{hQu). (5.13) 

Let p be any density operator with the configuration 
representation p{x, x'). By observing thatlO 

[exp{tiPv)pexp(tipv)]{x,x') = p{x + tv,x' - tv) 

and inserting in (5.12) the actual values for x!s){x) and 
X;<S)(V), we get 

Tr{pF(q,p;s)}= {2rrs)-1 i dvdx p (x +¥, x -¥) 
(

{x - q)2 v 2 
) 

Xrr-1/ 2exp ---2- --2 -ivp • 
s 4s 

After performing the substitution ~ = x + v/2, 
(=x-v/2, (5.14) yields in terms of (5.1) 

Tr{pF{q ,p;s)} = (2rrs)-1 f d~ d~' p(~, ~') 
1R2 

= (2rr)-1 Tr{p I cp<s»(cp<Sl I}~ 0 
0,1> 0'" • 

(5.14) 

(5.15) 

This establishes that F(q ,p;s) is a positive-definite 
operator for all q ,p E R1 and s> O. 

The fact EQ,P«D) = 0 is true by definition. Further­
more, the weak a-additivity of EQ,P on [(Q,p) is a 
trivial consequence of (5.7) and, as noted in Sec. 4, in 
conjunction with the positive-definiteness it implies 
strong a-additivity. 

It remains to verify the relations (4.8) and (4.9). 
Since in accordance with (4.7) and (5.3) 

'&1 XJR1 = {~S) (x)X~(S)(y - p) I q E t.
1
}, 

this task is reduced to proving that 

fA dq ~: .. x~s)(x) dE~= EQ(.&l) = EQ,P('&l XR1) 
1 

=J I F (q,P;s)dqdp, 
Alx lR 

which in turn is established by showing that 

for all q E Rl and all s> O. 

(5. 16) 

(5.17) 

(5. 18) 

By integrating the expression (5.13) for F(q,p;s) over 
JRl in the p variable and noting that 

(5.19) 

we arrive at the result 

(5.20) 

which according to (5. 11) is indeed equal to the left­
hand side of (5.18). 
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The counterpart relation 

(5.21) 

in which the roles of Q and P are reversed, can be 
obtained in exactly the same manner from (5.12). This 
concludes the proof that (5.7) has all the expected prop­
erties of a spectral measure on the fuzzy events [( Q, p) 
in phase space. 

It is interesting to note that the only point in the 
entire derivation where we used the specific form (5.2) 
of the fuzzy sample points was in deriving (5.14) and 
(5.15), i. e. , the positivity condition. The linearity in 
X of (5.4) implies that there are other distributions 
X.)x, y) in IR2 besides Gaussians of minimal spread for 
which this condition can be satisfied, and which there­
fore could play the role of elementary fuzzy events. In 
fact, in general a fuzzy sample point (p,q;x.) can have 
a confidence function of the form 

x.,p(x,y)= I x!::p.(x,y)dll(q' ,p' ,s), (5.22) 

where Il is a normalized measure on IR2x(O,co). 

6. CONCLUSION 

The results of the preceding section can be extended 
only at the price of increased complexity in the notation 
to the general case of n particles moving in three­
dimensional space. Thus they provide a framework for 
analyzing the motion of such a general system in its 
phase space R 6n. According to (5.7) and (5.15), in the 
Schrodinger picture such a study reduces to studying 
the time-evolution of the Husimi transform5 of the state 
of the system. The analysis of Secs. 2 and 3 provides 
an empirical interpretation to the mathematical informa­
tion that any such study yields. 

If we turn our attention to the asymptotic behavior 
in time of the system, then we can apply to the two­
dimensional spectral measures (5.7), or their 6n­
dimensional counterparts, all the techniques used in 
studying the asymptotic behavior of ordinary spectral 
measures for commuting observables. In particular, 
the physical asymptotic conditionslO

•
ll formulated for 

commuting observables can be extended without change 
to the spectral measures associated with simultaneous 
measurements of position and momentum. Moreover, 
the very existence of operators representing spectral 
measures on fuzzy events in phase space implies that if 
the wave operators exist in the strong sense, then 
these conditions would be satisfied not only by the posi­
tion or the momentum probability distributions taken 
separately, but also by the pOSition and momentum 
probability distribution of the interacting state and its 
free incoming and outgoing asymptotic states. 

We should emphasize that the family S(Q,p) of fuzzy 
sample points in (5.3) represents the outcomes of 
simultaneous measurement of Q and P with optimally 
accurate apparatus. If it were not for the uncertainty 
relations, any such optimally accurate apparatus would 
yield sharp sample points. However, in the present case 
the optimally accurate instruments are provided by 
those Heisenberg arrangements for gedanken experi-
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ments, which yield the minimum t:..p=2-1 / 2S-1 spread in 
momentum p compatible with a given spread t:..q = 2-1 / 2S 

in position q, i. e. , for which t:..qt:..p = ~. A typical such 
setup would consist of a filtering device allowing 
through only particles of given momentum p, a source 
emanating photons of a certain wavelength A and a 
microscope with a prism for observing the recoil of a 
photon off the particle whose position and momentum is 
being measured (cf. Ref. 4, Sec. 4). If the filtering de­
vice is ideal (in the sense of not affecting at all the sys­
tem, if it lets it pass through) the parameter s in (5.2) 
can be expected to be proportional to the resolving 
power of the microscope. 4 

We note in this context that probability measures on 
fuzzy events have been previously considered by 
Zadeh,12 but only for the case when the sample points. 
themselves were not fuzzy. Consequently, Zadeh's ap­
proach is not at all suited to the quantum-mechanical 
problem considered in this note. 

If we compute the mean values Q(p;s) of Q and P(p;s) 
of P in Sec. 5 for the probability distribution functions 
Tr{pEQ,P(t.[q] XRI)}= Tr{pEQ(.l[q])} and Tr{pEQ,P(lR l 

x t:..[ p]) = Tr{pEP(A[p ])}, respectively, where 

.&[q] XRI = {X!:)(x)X~~s)(y) 1- 00 < q' '" q ,p' E: IRI}, (6.1) 

:itl X'&[p] = {x!:) (x)X;jS)(y) Iql E: RI, -co < p' '" p}, (6.2) 

we get in view of (5.17) and (5. 21) 

= 1:00 
q d.1:

00 

x!S)(x) dx Tr{pE~}, 

P(p;s) = (00 Pdp Tr{pEQ,P(:R I X.l[p])} 

= roo p dp too x; (s) (y) d
y 
Tr{pE~} . 

_00 _00 

(6.3) 

(6.4) 

These quantities represent the mean values of position 
and momentum, respectively, for measurements car­
ried out on the system in the state p with instruments 
jl(Q;s) andjl(p;s) having the calibrations X~s) and X;(s), 
respectively, at all q ,p E: RI. They do not coincide, 
however, with the expectation values Q(p) of Q and pip) 
of P, respectively, in the state p: 

Q(p) = (00 q d. Tr{pE~}, 

pip) = roo pdp Tr {PEn. _00 

(6.5) 

(6.6) 

This is to be expected, since Q(p) is in fact the mean 
value of Q for measurements of position carried out on 
the system in state p with a perfectly precise instru­
mentjl (Q), i. e., an inst~ment with calibration (\(x) 
at all q E: RI; similarly, pip) is the mean value of P 
when the employed instrument jl (p) has calibration func­
tion 0p(y), PE:RI. On the other ha~d, given this inter­
pretation, we expect that Q(p;s)"'Q(p) whenjl(Q;s) is 
very accurate, i. e., s is very small, and that p(p;s) 
,.,p(p) when jl (p;s) is very accurate, i.e., s is very 
large. Comparison of (6.5) with (6.3) and of (6.6) with 
(6.4) shows that this is indeed the case; that, in fact, 
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Q(p;s) - Q(p) when s -+ 0 while P(p;s) - pes) when 
s _ + 00. 
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Hilbert spaces of analytic functions and generalized 
coherent states 
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Generalized coherent states which are associated with a generalization of the harmonic oscillator 
commutation relation are investigated. It is shown that these states form an overcomplete basis in a Hilbert 
space of analytic functions. The generalized creation and annihilation operators are bounded except in a 
limit in which they reduce to the usual boson creation and annihilation operators. In this limit the Hilbert 
space of analytic functions reduces to the Bargmann-Segal Hilbert space of entire functions and in another 
limit it reduces to the Hardy-Lebesgue space. 

1. INTRODUCTION 

In this paper, we investigate generalized coherent 
states which are associated with a generalization of the 
harmonic oscillator commutation relation. 1 It is shown 
that these states form an overcomplete basis in a Hilbert 
space of analytic functions. The generalized creation 
and annihilation operators are bounded except in a limit 
in which they reduce to the usual Boson creation and 
annihilation operator s. 1 In this limit, the Hilbert space 
of analytic functions reduces to the Bargmann-Segal 
Hilbert space of entire functions 2 and in another limit 
it reduces to the Hardy-Lebesgue space. 

In the mathematical literature there exists a class 
of functions which are one parameter generalizations of 
the hypergeometric functions. 3 These functions are re­
lated to the elliptic theta functions and are called "basic 
hypergeometric functions. " Their properties are re­
markably similar to those of the usual hypergeometric 
functions. Here we will investigate the corresponding 
one-parameter generalization of coherent states,4 the 
harmonic oscillator commutation relation, and the 
Bargmann-Segal Hilbert space of entire functions. 
Through its dependence on the parameter, the general­
ized commutation relation continuously interpolates be­
tween a commutation and an anticommutation relation. 1 

The covariant multidimensional generalization of the 
harmonic oscillator commutation relation and its con­
nection with dual resonance models in high energy 
physics have been discussed in Ref. 5. 

2. THE HI LBERT SPACE Hq 

The Hilbert space H., where 0 < q < 1 is a real param­
eter, is spanned by the vectors In), generated from the 
vacuum 10) by the creation operator a+. The Hermitian 
conjugate of a+ is annihilation operator a, and the fol­
lowing relations hold: 

524 

aa+=qa+a+ 1, 

(0 10) = 1, 

In)=(a+)nlo), 

alO) =0. 

(1 ) 

The following can be proven using the relations (1): 
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a+ I n) = In + 1), 

a I n) = [n} I n - 1), 

(m I n) = (0 I am(a+)n I 0) = [n}! 0nm' 

where 

[n} '" (1 _qn)/(l_q)= 1 + q +.00 + qn-1 

is the "basic number n,,6 and 

[n]!"'[1][2]" '[n], 

[OJ! '" 1. 

We will also use [oo]=(l_q)-l. 

(2) 

The vectors ([n]! )-1/21 n) form an orthonormal basis 
and the Hilbert space H consists of all vectors If) '" 
'" 'Z:~ofn I n) with complex In such that <Ilf) '" 'Z~o Ifn 12[n]! is 
finite. If Ig) "''Z:=ognl n) is also a vector in the Hilbert 
space then (jIg) '" 'Z:~ol.gn[n]! where the bar denotes the 
complex conjugate. 

Using Eq. (2), it can be shown that the operators a 
and a+ are bounded with 

II ail = Ila+ 1I=(1-q)-1/2=[00]1/2. 

As q - 1, [00] - 00 and a and a+ become the usual harmonic 
oscillator operators which are unbounded. 

3. COHERENT STATES 

The vectors I z) '" 'Z:=o (z" / [n]! ) 1 n) belong to the Hilbert 
space for I z I < (1 - q )-1/2 = [00 ]1/2 and they satisfy 

(3) 

They are analogous to the coherent states of quantum 
optics4 and we will call them by the same name. These 
generalized coherent states reduce to the coherent states 
of quantum optics in the limit q - 1. 

Let I w) denote a coherent state with eigenvalue w. 

Then 

~ (wz)" -
(w I z) = ~"fn1'! = E(wz) (4) 

where E(z) is the basic exponential function 6 defined by 

(5a) 
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Another representation which exhibits the meromorphy 
of E(z) is 

1 ~ 

E(Z)=G«(I_q)z) with G(z)= ~o (l- qnz ). 

G(z) is an entire function and lim._ 1 E(z) = eZ
• 

Using the coherent states, to every vector If) 
= 1:':=ofn I n) of the Hilbert space there corresponds a 
function f(z) analytic in the region I z 12 < [00 1 by 

~ 

f(z)=(zlf)=~ fnzn. 
n=O 

It follows that 
~ 

(zla+lf) =,0 [n]fnzn+1=zf(z) 
n=O 

and 

(5b) 

(6) 

(7) 

where D/Dz is the q-difference operator6
,7 defined by 

~ f(z) f(z) - f(qz) . 
Dz z - qz 

(8) 

In the limit q - 1, D/ Dz - d/ dz. 

The relations (7) show that the representation of a 
and a+ in the analytic function space coincides with the 
q-difference operation, and the "multiplication by the 
variable z" operation respectively. 

~ THE SCALAR PRODUCT 
We will now show that by using the notion of "basic 

integration, ,,6;B the scalar product in H. can be expressed 
in closed form in terms of the analytic functions cor­
responding to the vector s. The basic integral of a func­
tion F of a real variable x is defined by 

~ 

5 F(x)Dx=(I-q)b ,0qIF(ql b}, 
1=0 

In the limit q -1 the basic integral becomes the 
Riemann integral. 

The scalar product can be written as 

1 D 2z-
<fIg) =-; S E(ql z12) f(z)g(z), 

(9) 

(10) 

where S D2 z consists of an ordinary integration over the 
argument ¢ of the complex variable z = ! z le i </>, and a 
basic integration over the modulus squared, i. e. , 

(11) 

We note that 

limSD2z F(z, z) = J d2z F(z, z) .-1 
= J~:~ dx (~ dy F(x + i}',x - iy). 

Hence the notation S D2 z. 

Also, the weight function [E(ql ZI2)]-1 is zero on the 
circles i z 12 = q-l[oo], (I = 1,2, ... ) and taking anyone of 
these circles as the upper limit is equivalent to taking 
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[00] as the upper limit for the scalar product defined by 
(10). 

We now demonstrate that the scalar product as given 
by (10) yields the same result as (2) for the scalar pro­
duct of two basis vectors. 

We have 

and 

1 ~z m 

-; S E(q 1 Z 12) Z Z" 

1 [001 D(lzI 2) i2. 
- -2 5 -E-:'-( -I "'--""12'-) 0 d¢ I z I m+n exp[i(n - m)¢] 

Tr 0 q Z 

where we have used (9) and (11). 

From (5), 

G(q)/ G(ql+1) = (1 - q)(1 -l) ... (1 _ ql) 

and 

G(q) 
= (l_q)m 

= (1 - q)l[l]! 

E(~) l-q 

Thus we have shown that 

(12) 

(13) 

It follows from the completeness of basis vectors that 
the scalar product for any two vectors in the Hilbert 
space is given by (10)' 

By explicit manipulation of the scalar product (10) we 
can now show that the operators "multiplication by z" 
and D/ Dz acting on functions in the Hilbert space are 
indeed Hermitian conjugates. That is, 

D2 z - D D2Z_-
S E(q 1 z 1 2 )f(z) Dz g(z) = S E(q 1 Z 12) (zf(Z))g(Z) (14) 

First we treat z and z as independent variables and 
generalize the definition (5) of the q-difference operator 
to analytic functions of two variables, 

D ( _) F(z,z)-F(qz,z) 
D
-Fz,z 

z z -qz 
(15) 
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and we note that following property of D / D z: 

D (D) D Dz (F(z)G(z))= Dz F(z) G(z) + F(qz) Dz G(z), 

where the dependence of the functions (if any) on z is 
suppressed. 

(16) 

Second we mention that if f(z) is an analytic function 
of z alone, then j(z) is an analytic function of z alone and 
we can write f(z) == f(z), where! is analytic function of 
its argument. 

Using (5), (15), and (16), we have 

1 -D ---D 
E(q 1 z 12) j(z) Dz g(z) = G(q(l - q)zz)f(z) Dz g(z) 

= ~ [G«l - q)zz)J(Zlg(z)] 

- /:z G«l - q )zZl) !(z)g(z) , 

) 

gz G«1-q)zz)=-zG(q(1-q)lzI2)=- E(q~ZI2)' 
so that 

D2z D 2 D 
S E(qlzI2) fWDzg(z)=SDzDz 

x[G«1-q)lzI2)!(z)g(z)]+S E(~2:12)Zj(Z)g(z). 

The first term on the right-hand side is a boundary 
ter m. To show that it vanishes, we choose 1 z! 2 and z 
as independent variables and consider the term is square 
brackets as a function of these variables. 

We have 

where we have used the fact that 

b D 
~ Dx F(x)Dx=F(b)-F(O) 

I
IZI 2=1 "" I 

=0, 
1Z12.0 

(17) 

and that at the upper limit G(l)=O, and at the lower 
limit I z 12 = 0; the z integration is over a circle with 
zero radius whereas the integrand is nonsingular at the 
origin so that the integral is zero and Eq. (14) follows. 

5. PROPERTIES OF FUNCTIONS BELONGING TO Hq 

The mapping of vectors belonging to H., into func­
tions analytic in the region : z: 2 < [00] is injective, i. e. , 
to different vectors of the Hilbert space H., correspond 
different functions analytic in the region I Z' 2 < [00] but 
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it is not true that to every function analytic in the re­
gion 1 z 12 < [00] there corresponds a vector in H . For • functions belonging to H., only certain types of singular-
ities are allowed on the boundary of the region 1 z 1 2 

< [00]' For example, one can show that the function [1 
_(1_q)1/2z ]-" belongs to the Hilbert space H if and 
only if (\' < t. The Hilbert space H. is identica·l with the 
space of functions analytic in the region 1 z 12 < [00] for 
which the norm defined in terms of the scalar product 
(10) is finite. 

6. THE LIMITS q -+ 1 AND q -+ 0 

Considered as sets of analytic functions, H. c H., if q' 
< q. Let f and g be entire functions satisfying 

J tPzexp(-lzI2)Ij(zW<00 

and 

Then 

l.i_~S E(q~:~2)j(Z)g(z)= jrf-zexp(-lzI2)j{Z)g(zl. (18) 

The rhs is the scalar product introduced by Bargmann 
in his work on a Hilbert space of entire functions. Thus 
H. becomes the Bargmann-Segal space in the "limit" 
q-l. 

Let f and g be two functions belonging to some H •. 
Then 

D2 (z) 12~ 
limS E( 1 12) j{Z)g(z)= dtPf(exp(itP))g(exp(itP)). .-0 q z 0 

(19) 

The rhs is the scalar product used in defining the 
Hilbert space of functions on the circle i z 1 = 1. Thus 
H. becomes the Hardy-Lebesgue space9 in the limit q 
-0. 

7. OVERCOMPLETENESS OF THE COHERENT STATES 

The fact that the scalar product can be defined by 
(10) allows us to write down a completeness relation for 
the coherent states, i. e. , 

1 D2z 1- (-I 
;:-SE(qlzI2) z) z =! (20) 

where the! on the rhs denotes the identity operator. 
Because of the discrete nature of the basic integral, not 
all coherent states contribute to the completeness re­
lation (20). Hence the coherent states form an over­
complete set. Moreover, since the basis vectors 1 n) 
can be expressed in terms of coherent states on a single 
closed contour, 

[n]!f!z) 
1 n) = 2' -,;:;r dz. 

7ft z 

Even the set of states contributing to the completeness 
relation (20) is overcomplete. 

8. T'HE INTEGRATION REGION 

Eqs. (9) and (11) show that S D 2 z consists of integra-
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tions over circles with radii (ql[ 00 ])l /2, l = 0,1,2 •••. 
The integration over the lth circle is weighed by a fac­
tor of ql. The integrand of Eq. (11) is a function of z 
and z and can be re-expressed as a function of z and 
I Z12, 

=-2:.I;.ql -F z,~ . . ~ i dz 0 I) 
2 1=0 1.12=.1 (~I Z 1 -q 

If the function F(z,ql/(l -q)) has only poles as its 
singularities inside the region 1 z 12 < q[ 00 J, then the 
Cauchy integral formula can be used to evaluate the 
contour integral around the lth circle. 

It is remarkable that in the limit q - 1, the countably 
infinite set of circles moving outward from the origin 
covers the entire complex plane, and thus the infinite 
set of contour integrals becomes Bargmann's area in­
tegral. This happens because the ratio of the radii of 
neighboring circles is ql/2 which approaches 1 and the 
radius of the outermost circle is [ooJ1/ 2=(1_q)-1/2 which 
approaches infinity in this limit. In the limit q - 0, [00 J 
-1 and the infinite set of circles moving inward toward 
the origin all disappear into the origin except the outer­
most circle which becomes the unit circle. 

Thus, we see that in some sense H. provides a rather 
remarkable interpolation between the Bargmann-Segal 
space and the Hardy-Lebesgue space. 
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A recent generalization of the classical Ornstein-Zernike theory of critical scattering is used to derive 
inequalities for the critical-point exponents which characterize a first-order phase transition. These 
inequalities for fluids are found to differ from the corresponding Buckingham-Gunton inequalities for 
Ising ferromagnets and the Josephson inequality. 

In the absence of a general theory for the calculation 
of critical-point exponents, the derivation of inequali­
ties for critical exponents has proved rather useful for 
both experimental results and theoretical works, The 
more fundamental inequalities-the Rushbrooke and the 
Griffiths inequalities-are common both to ferromag­
nets and to fluids, j There are, however, several in­
equalities for ferro magnets which have not been proved 
for fluid systems, In this note we derive inequalities 
which differ from their counterparts for ferro magnets 
by using the recently extended theory of Ornstein-
Z ernike2 which entails 1) = 0, 

In Ref. 2 the inequality 

Y -'S 2v (1) 

was derivedo However, it is clear that the analysis does 
not single out a particular approach to the critical point 
Hence, in particular, for an approach along the coexis­
tence curve one has that 

y' -'C- 2v'. (2) 

(Strictly speaking we have y~ -'S 2v~ and y~ -'S 2v~o How­
ever, in agreement with available experimental data, 
we consider equal exponents on the saturated liquid and 
saturated gas side of the critical point, that is, 
v' =' v~ = v~ and y' '" y~ = y~. ) 

Consider the energy in terms of the net correlation 
function G(1') and the pair potential u (1'): 

U=jl?BTNd+~V f[1 + G(r)Ju(r) dr, (3) 

where d is the spatial dimensionality of the system. In 
terms of Fourier transforms the caloric equation of 
state (3) becomes 

U = ~kB TNd +} Vfi(k= 0) + [V /2 (2IT)d] I G(k) fi(1?) dk, 

(4) 

where we suppose that 0-< I il(k = 0) 1< "". This assump­
tion should be quite general for fluid systems, 

In the Ornstein-Zernike theory,2 near the critical 
point, d> 2, and for rz2 small, G(k) is given by 

I 

G(l?)"'~ ~ [L/(1?2+A j )+Lj/(k2 +Aj)]' 
j=l 

(5) 

where IA j l-t2vj as t-O, where vj>O, j=1,2"",l, 
with t'" I (T - Te)/Te I. The exponent Vj' of course, de­
pends on the direction of approach to the critical point. 
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From (4) and (5) we have for the specific heat at con­
stant volume C v as the critical point is approached 
along the critical isochore for T> T c' 

C _(au) z_ VcITdl2 r(2-d/2) A(k-O) 
v - aT y (27T)d (d _ 2) u -

x (_a_ t Re(L~/12-j») , 2<d<4 
aT i=1 v 

'" (Vj327T2)fi(k=O) (aa
T 
E Re(L~jlnAj») v' d=4 

and 

d>4 

when the residue L j is essentially constant 

From IAj(T, Pe) 1- (T - TC>2vj as T - Te from above 
one has that Re[L~/12-1 (T, Pe)]- (T - TJWj with 
Wj ~ vj(d - 2) ~ v(d - 2), where V=' min{v j , ',', VI}' [Re­
call that v=' max{v j ,",., VI}'] Since Cv~ (T - TC>-O:, we 
have from (6) that 

O! ,,;1- v(d- 2), 2<d,,;4, 

a ~ 1- 2v, d> 4. 

(6) 

(7) 

The study of the behavior of C v along the critical 
isochore and for T < Te is somewhat more complicated, 
In the two-phase region the specific heat at constant 
total volume is related to the properties of the system 
in its liquid and gaseous phases separately3 by 

( aPG ) 2 

aT ' 
(8) 

where xL(xG) represents the mole fraction of the liquid 
(gas), If o!' > 2(1 - i3) - y', then the first two positive 
terms of (8) are the leading terms, Therefore, from 
(6) and (8) we have that 

0!/,,;1-v'(d-2), 2<d-'S4, 

and (9) 

a ' -s 1- 2v', d> 4, 

where v' '" min{vt, .. , ,v;}. r.w e suppose that v' =' v~ = v~, 
i3"'i3 L =i3G , and O!''''O!~==O!~) 
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The similarity between (7) and (9) suggests that (9) 
should be true even for the case when the Rushbrooke 
inequality holds as an equality. One would not expect 
the direction of the inequality (9) to reverse (with> re­
placing ,;) just when C\" = 2(1 - (3) - y', however, this 
has not been shown rigorously. 

In order to relate (7) and (9) to existing inequalities, 
we suppose that v = v and v' = v', where v' 
:; max{vt, ... ,v;}. That is, the finite number of simple 
poles which characterize the first-order phase transi­
tion are such that IAj(T,Pc)I-(T- Tc)2" and 
IA j (T,Pcoex)I-(Tc-T)2"' as t-Ofor j=1,2, ... ,l. 
(The number of poles for each approach to the critical 
point, of course, need not be the same.) Therefore, 
(7) and (9) become 

C\' ,; 1 - v(d - 2), 2<d,;4, (10) 
C\' ,; 1 - 2v, d> 4, 

and 

C\",;1-v'(d-2), 2<d,;4, (11) 
C\" ,; 1 - 2v' d>4. 

Results (10) and (11) should be contrasted to the 
Josephson inequalities4 (2 - C\') ,; vd and (2 - C\") ,; v'd 
respectively. The Josephson inequalities are consistent 
with (10) and (11) for 2 < d,; 4 only if v ~ t and v' ~ t. 
Note, however, that whereas (10) and (11) are satisfied 
by the classical values v = v' = t and C\' = Ci' = 0 for 
2 < d ,; 4, the Josephson inequalities fail for the classi­
cal theories for d < 4. 

From (2), (11), the Rushbrooke inequality, 3 (2 - QI') 
,; 213 + y', the Griffiths inequality,5 (2 - QI'),; /3(15 + 1), 
and the Liberman inequality, 6 /3(15 - 1) ,; y', for fluids 
we have 

1 1 (1 - y') 2/3 + y' - + - --- ,; --- 2 < d ,; 4, 
2 d y' y'd' 

(12) 
d>4, 

and 

(~) (~) ,;1 
y' 15+1 ' 

d> 4. 
(13) 
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Results (12) and (13) should be compared to the 
Buckingham-Gunton inequalities7

• 8 with 11 = 0, (2/3+ y')/ 
y'd,;t and 2,;d(15-1)/(15+1) respectively. Consistency 
between the Buckingham-Gunton inequalities and those 
of (12) and (13) for 2 < d,; 4 demands y' ~ 1. One should 
point out, however, that the assumption of positivity 
of the spin-spin correlation functions used in deriving 
the Buckingham-Gunton inequalities-valid for Ising 
ferromagnets-is certainly false for fluids. 

If one supposes, as is usually done when obtaining 
the fundamental Rushbrooke and Griffiths inequalities, 
that C\' ~ 0 and QI' ~ 0, one obtains from (1), (2), (10), 
and (11) that y,; 2v'; 2/(d - 2) and y' ,; 2v' ,; 2/(d - 2) 
for 2 < d ,; 4. Therefore, if y;, 1 and y' ;, 1, then for 
d ~ 4 we must have that y=y' =1, QI = Ci ' =0, and v= v' 
= t. Also, from (12) and (13), we obtain that for d;, 4, 
{3 ~ t and 15 ,; 3. Therefore, the classical values for the 
critical-point exponents may be realized for fluid sys­
tems with d ~ 4. 

In closing it may be interesting to point out that 
whereas the Fisher8 inequality, y,; (2 -11) v, agrees 
with our result (1) for 11 = 0, the Buckingham-Gunton 
inequalities with 11 = 0 differ from our results (12) and 
(13). Nevertheless, the Fisher and the Buckingham­
Gunton inequalities are derived under the same as­
sumptions,8 which can all be justified for Ising models 
with ferromagnetic interactions, Also, it has been 
shown recently9 that if 11 = 0, then the results of the 
Ornstein-Zernike theory of ReL 2 for d> 2 still apply, 
and hence also those presented in this note. 
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We consider potential scattering of structureless particles for potentials V(x) contained in certain Lp -spaces. 
In particular we study the compactness properties of K(t) = VI12 exp( - iHot) V I12

, Ho being the free 
Hamiltonian. By interpreting K(z) = JodI exp(izt)K(t), Imz~ 0, as a Bochner integral, we find the 
following property for the total cross section O"'o,(CII) (CII is the energy variable): If VEL I (lR3 )nLp (1R3 ), 

3/2:0; p:o; 2, then J: dCII[Cll II2 0",o,(CII)]Q is finite for some suitable ClIo ~ 0 and 2p/(2p -3) < q < CI) • 
o 

1. INTRODUCTION 

In the present work we study the properties of certain 
operators which playa role in the quantum mechanical 
scattering of structureless particles. In the past much 
attention has been paid to the operator 

K(z) = iVl/&(Z - HO)-lV
1l2, Z E 0:, (1. 1) 

especially with respect to its compactness and behavior 
for large z (see Ref. 1 for a survey). Here denotes Ho 
= pZ the free Hamiltonian and V(x) the potential, H = H 0 

+ V being the full Hamiltonian. Although the correspond­
ing time-dependent operator 

K(t) = V1/2 exp(- iHot) v'- 12 (1. 2) 

has been considered in the literature,2 not so much 
seems to be known about its compactness properties. 
Here we consider the latter in some detail (Sec. 3) and 
also (Sec. 4) the implied properties for K(z), where 
the latter is interpreted as a Bochner integral 

_ jfo"'dteXP(izt)K(t), O""'argz""'lT, 
K(z)= 

- fa'" dt exp(- izt)K(- t), IT < argz < 2lT. 
(1.3) 

One result is that K(w), w real, is contained in some 
L,-space of vector-valued (actually compact operator­
valued) functions under suitable conditions on V. In Sec. 
5 it is shown how this leads to corresponding integra­
bility properties for the total cross section. 

2. MATHEMATICAL PRELIMINARIES 

In this section we establish our notation and discuss 
a few background results to be used in the sequel. 

We denote by Lp(R"), or simply L p, the Lp-space of 
complex-valued functions on lR", the underlying mea­
sure space being S, L:, IJ. with S = R", L: = B, the Borel 
sets in R", and IJ. Lebesgue measure. In the following 
we shall also encounter Lp-spaces of functions which 
take their value in a complex Banach space X; notation 
L,(IRn, X) = Lp(X). For reflexive X the dual of Lp(X) is 
Lq(X*), l<p<oo, p-l+q-1=1. 3 

In the present work all integrals will be of the 
Lebesgue type and standard theorems such as those of 
Fubini and Tonelli will be used without explicit mention. 
Fourier transforms will play an important role. As is 
well known the Fourier transform 1 = Ff, or more 
explicitly 

i(k) = (F!J(k) = (2lT)-"/2 J dxexp(ikx)f(x) (2.1) 
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exists as an element of Lq(Rn), p_l + q-l = 1 if 1"", P "'" 2 
(but not necessarily if p > 2). In this case F can be in­
terpreted as a bounded transformation from Lp into L q, 
its bound obeying 

IIFllp,o"'" (2lT)-<zIP-l)n/Z, 1"",p,;;2, p-l+q-l=1. (2.2) 

We denote the Lp-norm of fE Lp(Rn, X) by Ilfllp; 

Iltllp=URndxlf(x) Ip]lIP, 

Iltll",=ess sup If(x) I. 
xE;:ll" 

l""'p <<Xl, 

(2.3) 

If X = 0:, If(x) I denotes the absolute value of f(x), in the 
Banach space case If(x) I is the norm of f(x) EX. Let 
f(x) ELl (X). Then f(x) is (by definition) strongly mea­
sureable (i. e., its measurability is defined with re­
spect to the open sets in the norm topology of X). 

Thus exp(ikx)f(x) is Bochner integrable4 ,5 so that the 
Fourier transform l(k) = Ff(x) exists. In the same way 
as in the scalar-valued case one can prove: 

Proposition 2.1: LetfE Ll(X). Thenj(k) c: L",(X) is 
strongly continuous in k, 11111", "'" Ilf111' and (Riemann­
Lebesgue) 

lim 11(k) I = O. (2.4) 
k~ ~ 

We also have 

Proposition 2.2: LetX be a complex Hilbert space. 
Then the Fourier transform constitutes a unitary map­
ping of the Hilbert space Lg(X) onto itself. 

The proof proceeds again along the same lines as in 
the scalar-valued case, i. e., by conSidering sequences 
of Simple functions and their limits in Lz(X). 

Corollary 2.1: LetX be a complex Hilbert space. 
Then the Fourier transform F defines a bounded linear 
transformation from Lp(X), 1"", P ,;; 2, to Lq (X), p_l + q_l 

= 1. Its bound obeys (2.2). 

The proof is evident from an application of the Riesz­
Thorin convexity theorem for Lp-spaces of vector­
valued functions (see Ref. 6., pp. 536,537). Let x 
= (Xl, •.. , x n) E R" and let A E R so that Ax = (Ml> ... , A..'X) 
E R" and let, furthermore, f be a function from R n into 
the Banach space X. We define the dilatation operator 
D~ through 

(DJj(x) =j(Ax). (2.5) 

Evidently Dl = 1, D~DIJ. = DAIJ.' DA~l = (D~>-l for A * 0, and 
if g is scalar-valued, D/Jg) = (DJj(DV[). For fE Lp(X), 
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1 ,,;; P < 00, we have IIDJllp = I A I-n Ip Ilfllp, A;< 0, and this 
relation also holds for p =00 if we define I A I-nip = 1 for 
this case. Denoting the class of bounded operators on 
a Banach space!J by 8(jj) and by IITllp,q the norm of a 
bounded operator T from Lp{X) into Lq{X), we have 

DxEB{Lp{X», IIDxllp,p= IAI-nIP, A;<0,1";;p,,;;00. 

(2.6) 
Proposition 2.3: Dx, considered as an operator func­

tion in Lp{X), 1,,;; p < 00, is strongly continuous in each 
A;< 0. 

Proof: Let AO;< ° be real and let A range through the 
interval [AO - A, AO + A], disjunct from zero. Letf 
E Lp{X), 1,,;; P < co. Then, for given E: > 0, there is an 
fo E Lp{X), fo continuous and vanishing outside a hyper­
sphere with radius p = p{ E) about the origin in R n

, such 
that Ilf-folip < E. Now 

II{D). - Dxo)fllp";; (llDxllp + IIDxollp) Ilf- follp + II{Dx - Dxo)follp 

,,;; 2EA -n Ip + II {Dx - Dxo)fo lip, 

where A= min{ I AO- A I, lAO +A I}. Since 

and fo{x) is uniformly continuous in the domain I x I 
,,;; p • max{ I AO - A I, lAO + A I}, we can make the right-hand 
side of this expression arbitrarily small by making 
I A - AO I sufficiently small. Thus it follows that 

limll{Dx - Dxo)fllp = 0. • 
1.-1. 0 

Before we proceed let us introduce some further nota­
tion. We will denote L 2{R

n
) =H. For an element f of H 

we have the alternative expressions If I and IIfl12 for its 
norm. The class of bounded operators on a Banach space 
X will be denoted by 8 (X). The various Carle mann 
classes of compact operators on H will be denoted by 
8 p(H) =l3p, 1,,;;p,,;; 00. For A E8p its 8 r norm is n A Dp 
= tr[A*A}p/2 for 1,,;; p < 00 and DA 0 .. = IA I, the (supre­
mum) norm of A as a bounded operator on H. As is well 
known 8 p is a Banach space under the corresponding 
8 p-norm. Examples are the trace class 8 1 and the 
Schmidt class B2, the latter being a Hilbert space, 8 .. 
is the uniformly closed subspace of all compact opera­
tors in 8 (H). 

3. PROPERTIES OF K(t) 

Theorem 3.1: Let ¢, ~ E Lp{Rn), p? 2. Then K{t), de­
fined by 

(Fj){x) = (21T)-n/2 J dyexp[i{x-y)2/2}t(y) (3.3) 

we have for t> ° (the case t < ° goes Similarly) 

K{t)f= (i)-n/2¢D _1/2 FD 1/2{~f) 
(2 t) (2 t) 

and the continuity follows from the strong continuity of 
D t (Proposition 2.3). • 

Remark: It follows from Corollary 2.1 and the validity 
of Proposition 2. 3 for the general Banach space case 
that Theorem 3.1 remains true with L 2(R

n
) replaced by 

L 2{R
n

, X), X being a Hilbert space. 

Lemma 3.1: Let, in Theorem 3.1, ¢, ~E L 2(R"), re­
spectively Lp(R"), 2,,;; p,,;; 4. Then for t;< 0, K(t) is con­
tained in8z(H), respectively 8 4 (f1) and DK(t)D z 
= 147Ttl-nlzll¢llzll1jJ1I2' respectively OK(t)04";; 147Tt/-"IP 
x II¢ lip 111/>llp, whereas 0 K(f) O2, respectively OK{t) 04 is 
continuous in each t;< o. 

Proof: The first case is obvious, whereas in the sec­
ond case we have for t;< ° 
DK(t) 0 ~ = tr[K*{t)K(t)]2 

= I 41Tt 1-2
" J dXldx2dYldY21¢(yl)¢(y2)~(Xl)<P(X2)IZ 

x exp{(i/2t)[(xl - X2)Yl - (Xl - X2)Yz}} 

= 141Tt 1-2
". (21T)" J dX1 dx21 ~(Xl)<P(X2) 12 

(3.4) 

Here 4> is the Fourier transform of I ¢ 12, an element 
of Lq 12, 2/p + 2/q = 1 so that I ¢ 12 E L. 14 (note that 1 
,,;;q/4,,;;oo). Since i~lzELp/2' the convolution 
(I ~12* ID(2t)-14> 12)(Xl ) = J dXzl ~(X2) 1214> (Xl - x2)/{2t) 12 is 
contained in Lr; r-l = 2p-l + 4q-l _ 1 = 1- 2p-l (for con­
volution in Lp-spaces see ReL 6). Thus 

i. e., is contained in L l • Hence (3.13) is finite, i. e., 
K{t) E8 4(H), t;< 0, and 

o K{t) 0 l,,;; I 41Ttl-2" . (27T)" ./11 ~111~/21111jJ12* ID(2t)-14> IZll r 

,,;; 141Tt 1-2". (21T)"11~1I: III ~ 121I P/211ID(2t)-14> 1211. 14 

,,;; 141Tt 1-2
" • (21T)"11 <p11! liD (2t)-1 4>11; 12 

,,;; 147Tt 1-2
". (21T)"11~1I! IID(2t )-111; 12,. 121IFII~/2,. 1211¢11: 

,,;; I 41Ttl-4"IP ·II¢II; II~II:. 

(K{t)j)(x) = (41Tit)-" 12¢(X) J dy exp[i(x _ y)2 /(4t)] The continuity of II K(t)11 4 for t;< ° follows from the strong 
continuity of D t and can easily be made explicit, for 

x 1/>(v)J(y), t;< 0, fE L 2(R") =H (3.1) instance, by starting from the expression (3. 4). • 

exists as a bounded linear operator on L 2 {R") and is 
strongly continuous in each f;< O. Its norm obeys the 
estimate 

(3.2) 

Proof; For the existence and norm estimate see Ref. 
6, Sec. 6. With F (F is essentially the Fourier trans­
form) defined by 
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Theorem 3.2: Let ¢, ~ and K(t) be as defined before. 
We distinguish the following cases: 

(a) ¢,~ELp(R"), 2,,;;p,,;;00. 

Then for t;< 0, K(t) EB(H) and is continuous in the strong 
operator topology on B (H) in each t;< 0, while 

IK{t) I,,;; 141Ttl-"IPII¢llpll~llp, t;t 0. 

(b) ¢, ~ E Lp(R"), 2 <p,,;; 4. 
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Then for f* 0, K(f) EB 4{ft) and is continuous in the norm 
topology of B 4 (/I) in each t * 0, while 

OK(t)~4'" j47Ttj-n/PII1>lIp lll/Jllp , f*O. 

(c) 1>,I/JEL2(R
n). 

Then for t * 0, K(t) EB 2(/1) and is continuous in the norm 
topology of B 2(/1) in each t * 0, while 

o K(t) ° 2 = j47Tt j-n/2111> 112111/J112' l* 0. 

Proof: It remains to establish the continuity in cases 
(b) and (c). We do so for case (c), the other case goes 
similarly. It follows from the uniform boundedness of 
DK(t) 04 on each interval disjunct form zero and the fact 
that K(t) is continuous in the strong operator topology 
[part (a) of the theorem] that K(t) is continuous in the 
weak topology onB 4 • Now for tn-to*O we have weak­
Be limn_ .. K(tn) =K(to) and limtn-to DK(tn) 04 = OK(to) ° 4' 
Since B4 is uniformly convex (see Ref. 7), it follows 
(see Ref. 5 or Ref. 6) that K(tn) converges to K(to) in 
the norm topology of B4 • Consequently, K(t) is continu-
ous in to with respect to the norm topology of B4 • • 

4. PROPERTIES OF K (z) 

If, in part(a) of Theorem 3.2, 1>, I/J E Lp1 il L p2 , 2", P1 
<'P 2 '" 00, then 

Since K(t) is strongly continuous and consequently 
strongly measurable, the situation where r = 1 leads to 
the Bochner integrability of K(t)f, fEH. This case was 
considered by Kato. 2 In view of part (b) of Theorem 
3.2 we can make stronger statements if in addition 
1>, I/J E L p , 2'" P '" 4, since then K(f) EB 4. 

Theorem 4.1: (a) Let 1>, I/JE LP11 j L p2 , 2", P1 <. n <P2 

'" 00. Then for every f EH exp(izf)K(tlf, 0", argz '" 7T and 
exp(- izt)K(- t)f, 7T <. argz <.27T are Bochner integrable 
over (0,00). The Bochner integral 

_ 110 ~ dt exp(izt)K(t)f, 0", argz '" 7T, 
K(z)f= 

- 10 00 dt exp(- izt)K(- t), 7T <. argz <. 27T, 

defines an element K(z) EB (ft) with the properties: 

1. I K(z) i is uniformly bounded in z; 

(4.1) 

2, K(z) is analytic in the open upper and lower half 
plane with respect to the uniform topology on B (/I). 

3, limIRe'l_ooK(z)f=O, 'fIfEh. 

(b) Let 1>, I/J as in part (a) and let n=3. Then 
exp(izt)K(t) , O"'argz"'7T, andexp(-izt)K(-f), 7T"'argz 
'" 27T are Bochner integrable onB4 over (0,00) and the 
Bochner integral 

- 1100 dt exp(izt)K(t), 0", argz '" 7T, 
K(z)= 0 

- 10'" dt exp(- izt)K(- t), 7T <. argz <. 27T, 

defines an element K(z) EB4 with the properties: 

1. 0 K(z) 04 is uniformly bounded in Z; 
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(4.2) 

2. K(z) is analytic in the open upper half plane with 
respect to the norm topology on B 4; 

3. limIRe.l_ooOK(z)04=0. 

(c) Let 1>, I/J as in part (a) and let, moreover, Pt '" 4. 
Then exp(izt)K(t), 0", argz '" 7T and exp(- izt)K(- f), 7T 
<. argz <. 27T are Bochner integrable on B .. over (0,00) 
with respect to the uniform topology and (4.2) defines 
a compact operator K(z) with the properties (1)-(3) 
above with the B 4-norm replaced by the operator (supre­
mum) norm. 

Proof: Consider case (a) Property 1 will be evident, 
whereas property 3 is clear from Proposition 2. L 
Since for fEH the operator K'(z) 

_ li 10 00 dt t exp(izt)K(t)f, Imz > 0, 
K'(z)f= 

i J" dt t exp(- izt)K(- t)f, Imz <. ° 
u 

(4.3) 

is well-defined, the analyticity in the strong operator 
topology follows by showing that lim._. 1 (z - zo)-l[.R(z)f 

- ] -, 0 -K(zo)f -K (z)fl =0, which is a routine matter. But 
then this result also holds with respect to the uniform 
topology onB(fI) (Ref. 4, Sec. 3.10L 

The proof of part (b) goes Similarly, As to part (c), 
since P1 '" 4 we know that K(t) EB4 (and hence EB .. ) and 
is continuous in the B 4-topology. Since the operator 
norm is majorized by the B 4-norm it follows that K(f) 
is continuous in the uniform topology on B .. and the rest 
of the proof will be evident. • 

Remark: The theorem does not apply if n = 1,2 be­
cause of the conflicting requirements 2'" P1 and Pt <. n. 

Under the conditions of part (b) of Theorem 4, 1 we 
have for real W (XA is the characteristic function of the 
setA): 

(4.4) 

and we can interprete the thus defined Fourier trans­
form as a bounded linear transformation from 
L 1(R,B 4 ) into L .. (R,B 4L Now if there is an r, 1'" r 
'" 2, such that P1/n <. r <. P2/n, then Xloool(t)K(t) 
E L r (R,B 4), and if B4 were a Hilbert space, then Corol­
lary 2,1 states that K(w) E Ls(R,B4)' r-1 + S-l = 1. How­
ever, B4 is not a Hilbert space, and we have to follow 
a more roundabout way to arrive at the above conclusion, 
(We do not know whether Proposition 2,2 is valid for 
the general Banach space case.) 

Lemma 4.1: Let 1'" r <' 2 and let T(t) E Lr (R,B 4 ), Then 

5(u) = (T* * T)(u) = 1 dtT* (t)T(l + u) 

exists as an element of L s(R,B 2), S-l = 2r-1
_ 1, and 

11511 s '" IITII;. 

(4.5) 

Proof: Since T(t) exists for almost every t as an ele­
ment of B 4' the same is true for T* (t) and the latter is 
measurable with respect to the norm topology of B4 along 
with T(t). It follows that the function T* (t) T(t + It) of t 
and u exists almost everywhere and is measurable with 
respect to the norm topology of B2 (the product of two 
elements of B4 defines an element of B2 ). 

Let {Tn(t)}~ L r(84) be a sequence of simple functions 
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converging towards T(t) in the norm topology of L r(/34)' 
We write 

T,,(!) ="6aiT'XEi(t), 
1 

where OIl E <1:, TI EB4 with 0 TID 4 = 1 and the E1's are 
a family of disjunct Borel sets with finite total measureo 

If we consider a second simple function T", (t) of the 
sequence, the corresponding sets E'i will differ from 
the E 1• For fixed n, n' we, nevertheless, can find a 
new collection {F,} of disjunct Borel sets such that each 
EI and E; can be written as a finite union of F/s. Thus 
we can write 

T,,(t) ="La/T;XFj(t), Tn,(t) ="La;T;XF/(t), 
I i 

where OIl, 0/; E <1:, Tit T; EB 4, 0 T, 04 = OT'j04 = 1, 

and we have 

IIT"llr=[l? I aiIr/-L(FI11/r, 

liT" - T",llr = [2( 0 a1T1- a;T; D~ /-L(F1)} Ir. 

We define 

S"(u) = T~ ... T"(u) = I dtTW)T"(t + u). 

S"(u) obviously exists as an element of Bz since it con­
sists of a sum of products of elements of B4 and convolu­
tions of characteristic functions. Then [S-l = 2r-1 - 1 and 
11.11 5 refers to the norm in L.(R,B 2)] 

IIs"- S",lI s= IIT~ ... T"- T~, ... T",lI s 

"" IIT~ ... (T" - T",)ll s + II(T~ - T~,)T",lIs. 
Now: 

IIT~ *(T"- T",)lI s 

= [f dullL a/Tr(a,T, - a;T;)(XF
1 
dF )(u)lla Is 

IJ J 

""[I dU{f1l a il aaj TJ -a;T;04(XF 1 *XF)(U)}s]lI
s 

= III dU{ (~I ai IXF/)* (o2fa j T j - a;T;~XFj)<U) }Slll/s 

= II (If I all XF,)* -1 oafTj - afT; U4xFjlls 

"" II I; I a,1 XF ,llrll I; Oaj T j - afT; 04 XF .llr 
I j J 

= IIT"lIr IIT"- T~llr' 
and the other term in (4.14) is estimated in the same 
way. Hence 

IIs,,- S",lIs",,{IIT"llr + IIT",lI r }IIT"- T~llr' 

i. e., {S1I(u)} is a Cauchy sequence in Ls(/3a) and it fol­
lows that its limit S(u) exists as an element of L s(/32)0 
An estimate, similar to the one above yields IIS"II S 

"" IITnll~, so that IISll s"" IITII~. • 

Theorem 4.3: Let 1"" r "" 4/30 If T(t) E Lr<B4l, then 
Tew) = J dt exp(iwt)T(t), WE R, exists as an element of 
L w(/34)' r-l +u-l = 1, and IITll w "" CIITll r , where C > 0 only 
depends on r. 
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Proof; Let {T"(t)} be as in the preceding proof. Then 

T"(w) =6afT, I dt exp(iwt)xF,(f} 
I 

is well defined, and we have 

= I dw DT"(w) - T",(w) 04 

= I dw O[{T~(w) - T~,(w)}{T"(w) - T",(W)}]l 12 04 

= I dwll{~(w) - T~,(w)}{T"(w) - T",(w)}11~/2. 

Now 

= I du exp(iwu)(T~ - T~,) * (T"- T",)(u) 

= I du exp(iwu)M"",(u). 

It follows from the preceding lemma with T replaced 
by T" - T", and S by M"", that M"",(u) E: L s(R,B 2), S-l 
=2r-1 _1, and IIM"",IIS""IIT"-T",II~. Since, for l""r 
"" 4/3, S ranges between 1 and 2, we can apply Corollary 
2.1, 8 2 being a Hilbert space. Thus we conclude that 
M"",(w) EO L v(R,B 2), sol + V-I = 1 and IIMnn,lI v "" C 2I1M"",II., 

where C > 0 depends on v but not on n, n'. Hence IIM"",llv 

""C21ITn_T",iI~, v-1 =2(1_r-l ), andtakingu=2v, so 
that r-l + u-1 = 1, we have 

or 

IIT"_ T",II."" CIIT"- T",lIn 

i. e., {T"(w)} is a Cauchy seq]!ence in L.(/34) and conse­
quently converges to a limit T(w) E L"(/34) 0 An estimate 
along the lines, outlined above, shows that IIT"". 

""CIIT"II, and hence IITll u "" CIITIIT' II 

Corollary 4.2: If X[o.~l(t)K(t) E LAR,8 4) for some r 
with 1"" r!S 4/3, then (4012) defines an element K(w) 
E L s(R,8 4), r-1 + S-l = 10 

5. HIGH ENERGY BEHAVIOR OF CROSS SECTIONS 

We consider the case of potential scattering in three 
dimensionso Thus H = pZ + Vex) is the full Hamiltonian 
acting in H = L2(R3L We suppose that V ELl (R3) 
II Ls 12(RS) and we define Vl/2 through i Vi 12(X) I = I Vex) 11/2 

and argyl /2(X) =~ argV(x). Then Vl 12 E L2 II Ls and K(w) 
is now as before with ¢ = <J; = Vll2 0 The scattering ampli­
tude can be written as (kl initial, kz final momentum) 

f(kb kz) =fB(k1' ka) + <I>(kl' k2), kf = k~ = w? 0, (501) 

where the Born term is given by 

(5.2) 

and 

<I>(kl , ka) = - (41T)-1 

x (R(w)[i _ R(w) ]-1 exp(ikl 0 x) Vi 12, exp(ikz . x) Vl 12). 

(503) 
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Here (', .) denotes the inner product in Hand 
exp(zKj . x) can be interpreted as a unitary multiplication 
operator. The above representation exists for suffi­
ciently large w since UK(w) Q4 and hence lK(w) I tends 
to zero for large w. For further details see, for in­
stance, Refs. 1 and 8. In fact there exists an Wo such 
that 

< (C/47T) OK(w)O 4 (5.4) 

for w > wo, C being a positive constant. 

(5.4) reflects the well-known fact that f(k1 , k2) tends 
to the Born amplitude for large w. However, if in addi­
tion V E: L p , t "" p "" 2, more can be said. Consider the 
total croSS section Utot(w). Since, according to the op­
tical theorem, Utot(w) = (47T/W1 12) Im[j(k, k) J and since 
fB(k, k) is real, we have for w > Wo 

w1l2Utot(w)<C'DK(w)D4' (5.5) 

Now we apply the results obtained in Sec. 4, in particu­
lar Corollary 4.2. Thus we see that, for V as above, 
K(w)E: L.(I34) with 4"" 2p/(2p - 3) < q "" 00. 'rhus if P =t 
K(w) E: L~(I34)' but if P = 2, then K(w) E: L4+0(84) for any 
I) > O. For finite q we then have 

Suppose that we know from other sources that Utot(w) 
behaves like w-'" for large w. Then it follows from (5.6) 
that we must have a> } + l/q. For V continuous outside 
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the origin the above condition on V regulates its beha­
vior in the origin. Thus we find a connection between 
the former and the high energy behavior of the total 
cross section. This fits in with the intuitive idea (at 
least for repulsive V) that the higher the energy the 
more the shape of V close to the origin becomes im­
portant in a scattering process. 
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Wigner coefficients for the theory of five-dimensional 
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We present some Gaunt-type formulas and several classes of multiplicity-free Wigner coefficients for the 
noncanonical reduction 0(5) ~ SU(2) X U(l). 

1. INTRODUCTION 
The five-dimensional quasispin formalisml - 7 has been 

developed for some time in nuclear theory in connec­
tion with the study of the nucleon pairing in shells. The 
theory exploits the group 0(5), and the problem of con­
structing the canonical basis and evaluating the matrix 
elements of operators has been studied in the mathemat­
ically canonical reduction 0(5) ~0(4). 1,3-5,7 Although 
this reduction presents no multiplicity problem, the 
states of this basis have no definite isospin. For physi­
cal applications more important is the noncanonical re­
duction 0(5)~ SU(2)XU(I), in which SU(2) is the isospin 
group, and the eigenvalue of the U(l) generator speci­
fies the number of nucleons in a shell. In practical ap­
plications of a group, its Wigner coefficients often play 
an important role for coupling states and tensors and, 
in connection with the Wigner-Eckart theorem, for 
calculating matrix elements of physical quantities. The 
physically important projected states in the noncanoni­
cal reduction are not orthogonal in general, but may be 
expanded in terms of orthogonal states for which the 
Wigner coefficient can be evaluated easily. However it 
is an obvious advantage that they be available directly 
in the basis of physical interest. Hecht6 and Hemenger2

,8 

have given a large number of coupling coefficients in the 
reduction 0(5):JSU(2)xU(I), concentrating their atten- I 

2. GAUNT COEFFICIENTS 

tion on the 0(5) representation most needed for nuclear 
applications. In each of their formulas one of the six 
representation labels is arbitrary, while the other five 
have low fixed values. 

Recently the general 0(5) Wigner coefficient was 
evaluated in the canonical SU(2) XSU(2) basis by expand­
ing the 0(5) van der Waerden invariant9

; in the present 
paper special cases of the same van der Waerden 
invariant are used to derive 0(5) Wigner coefficients in 
the SU(2) XU(I) basis for six distinct classes of coupling 
which involve no internal or external multiplicity. Non­
canonical bases, corresponding to the reduction O( 5) 
:J SU(2) x U(l), has been studied by several authors lO

-
12

; 

throughout the course of the work we use the polynomial 
basis states given by Ahmed and Sharp. 11 In Sec. 2 we 
derive certain Gaunt coefficients. They arise when a 
product of two states in the same variables is expanded 
in 0(5) states. Using the results obtained in Sec. 2, in 
Sec. 3 we evaluate Wigner coefficients for the reduction 
0(5)~SU(2)XU(I) for the following 0(5) 
couplings: 

(0 (PIO; P20; P30 ), (ii) (Oql; Oq2; Oq3)' 

(iii) (lql; Oq2; lql -q2)' (iv) (lql: lq2; Oql-q2)' 

(v) (lql; Oq2: lql-q2- 1), (vi) (lql: lq2; Oql-q2- 11. 

In expanding the 0(5) van der Waerden invariant13 for the evaluation of Wigner coefficients it is necessary to 
combine two 0(5) states in the same variables arising from different factors of the invariant into a sum of states 
in those variables; the Gaunt coefficients are defined as the coefficients in the sum. We now evaluate those Gaunt 
coefficients which will be needed in the next section. The Gaunt coefficient 

{ 
Pl ° . P2

0 I PO} 
VIUl V2U2 V U 

is defined by 

I 
PIO )1 P20 > 1 PO> {PIO P20 1 P O}(U1Uzl U) 

V1UIMl V2 UzMz =~ V U M VIUI: V2UZ V U M1Mz M ' 

where P = PI + P2' V = Vl + V2, M = Ml + M2 ; the last factor in Eq. (1) is an SU(2) Clebsch-Gordan coefficient. The 
states are given by Eq. (2) of Ref. 11. 

The Gaunt coefficient is easily shown to be 

{
PlO :P20rp D}=( (kP+V+l)!(iP-V+l)!(2U1+l)(2U2 +1»)1/2 
VI U1 VZU2 V U (iPI + VI) ! (tPl - VI)! (tp2 + V2)! (~P2 - V2)! 

(1) 

(2) 
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The last factor in Eq. (2) is a doubly stretched 9 - j symbol14 and contains one sum. The (Oq) state, Eq. (3) of 
Ref. 11, may be written 

I 0 q ) === N yu11u ~Cq-y-U) /2 8Cq+Y-U) /2 + unwanted 
VVV ' 

where 

NyU = {V! (q + V + V + I)! ! (q + V - V + I)! ! [t(q - V + V)]! n(q - V - V)]! }-1 /2 X [(2V + 1)!! (2q + 1)1 1 ]1/2, 

and "unwanted" refers to states belonging to irreducible representations (IR's) lower than (Oq). The normaliza­
tion (3b) is verified by taking the scalar product of (3a) with Eq. (3) of Ref. 1I. 

The Gaunt coefficient 

{ 
Oq1 . Oq21 0 q} 
V1U1' V2 U2 V V 

is defined by 

I Oq1 )1 Oq2 )=~l Oq ){Oq1. Oq21 0 q} 
VI V1M1 V2 U2M 2 qU VUM VI VI' V2V2 V V 

where V = VI + V2 , M = Ml + Ma. For the stretched case q = ql + q2 (the only case we need), it turns out to be 

{ 
Oq1; Oq2\ 0 q}=(_1)(U1+UZ-U)/2 ( 2U1+U,2~U(q+V+V+1)!! )1/2 

VU VV VU (2q+1)··(q1+ V1+ V1+ 1)!! 
1 1 2 2 

(3a) 

(3b) 

(4) 

X ( (q+ U - V+ 1)! ![t(q - V+ V)]! [t(q - V - V)]!(2ql + 1)!! (2q2+ 1)!! ) 1/2 

(q2 + U2 + V2 + 1)! ! (q1 + VI - VI + 1)! ! (q2 + Uz - V2 + 1) I ! [!-(q1 - U1 + VI)] 1 (5) 

( 
(2U1 + 1)(202 + 1)(01 + U2 - V -1)! 1 (U + VI - V2 -1)!! (U+ Uz - U1 - 1)!!) 1/2 

X [!-(q2 - V2 + Vz)] I[!-(q1 - VI - VI)] !(!-(q2 - Vz - Vz)]1 [!-(Ol + Vz - V)]! 

x {[t(O + U1 - Vz)]1 [t(V + V2 - V1)]I (U1 + V2 + U + 1) 1 }_1 IZ. 

Eq. (5) is deduced by putting M1 = V u Mz = - V2 in Eq. (4) and taking the scalar product with \ yOU u"..u ); use Eq. 
(3) for the states on the right-hand side of the scalar product (11-!; for M= - U), and Eq. (3) of R~f. 211 with 
the replacement Eq. (4) of Ref. 11 for the state on the left. 

Finally we need the Gaunt coefficients of 1q states in the product of a (10) state and a (Oq) state; they are 
just reduced Clebsch-Gordan coefficients and are found by putting p = 1 in Eq. (10) of Ref. 11 and normalizing 

{ 
10;0 q[l q }=(q±(o+!l±'V+~ )1/2 

±'t t V U V ±'t U ± t 2q 3 
(6) 

The primed and unprimed ± signs in (6) are to be chosen independently of each other, 

3. WIGNER COEFFICIENTS 

are found by expanding the normalized van der Waerden 
invariant 

SI = v'6[a1! a2! a3! (a1 + a2 + 0 3 + 3)! ]-1/2A~IA~2A;3 

= 6 I PI D > I P2
0 

) I P30 \ 
YUM V1U1M1 1 V2U2M2 2 V3 U3M3/3 

(7a) 
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~-----------------------------------------
Ai = Ciji3k - i3j Ci k + Y/\ - OJ Yk • (7b) 

ijk are a cyclic permutation of 123: The expansion may 
be achieved by first substituting 

A~i=ajlW~'N \ aiD) \ aiD \ (_1)a I /2-N i , 

j t i W;TjNj j - WiTj-N j /k (8) 

and then combining the two factors in each of the 1,2,3 
variables with the help of Eq. (1). The final result is 

(
P10 ;P20 ; P30)=(6a1!az!a3!(2V1+ 1)(2V2+1)(2U3+ 1))1/2 
V U V U V U (01 + 02 + 0 3 + 3)! 
112233 

X 6 (_1)(a 1+a 2 +a 3 ) 12+T1+T2+T3 {U1U2U3 } 

~~~ ~~~ 
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x {O bl . 0 b
31 

0 q2} { 0 bz 0 bil 0 q3} 
WT1' V2 - WT3 VzUz W+ V3T z: - WT

I 
V3U

3 
' 

(13) 

(9) The right-hand side of (13) contains five sums. The 
stretched case Q3 = q1 + q2 involves no sums, i. e. , 

The right-hand side of Eq. (9) contains eight sums. In 
Appendix B an alternative treatment is given, leading to 
a formula with just six sums. 

In the stretched case P3 = PI + h, Eq. (9) simplifies 
enormously: 

8. The reduced Wigner coefficient 

( 
0 q1. 0 q2. 0 q3) 

VI U1'V2U2'V3U3 

(10) 

is found by making an expansion similar to (7a) of the 
van der Waerden invariant 

where, from Ref. 9. 

bi=~(qj +Qk-qj), 

(11a) 

(11b) 

B j = AjAk -1)jSk - Sj1)k - ei~k - ~jek' (11c) 

(1) of Ref. 9 is the negative of our 7]). The projection 
operator P is an instruction to retain only the part 
which is stretched in all IR labels (in accordance with 
llb): the normalization constant is 

X[(b
1 
+ b

2 
+ b3 + 2)! (2b1 + 2b 2 + 2b

3 
+ 3)!! ]-1(2 

The expansion of Su is achieved by substituting 

(lId) 

PB:I=bi ! 6 I 0 bt) lObi )(-I)Wt-Ni 
WiTjN t WjTjN j i-Wi T j -N

i 
k 

(12) 

and combining the states with the help of Eq. (5). The 
result is 

(
0 q1.0 qz.O Q3) 

VI U1 V2 U2 V3 U3 
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(14) 

C. The Wigner coefficient 

(
1 ql: 0 q2; 1 Q1 + q2) 

VI U1 Vz U2 V3 Us 

is found by expanding the invariant 

Sm = -!3[2q1! q2! (q1 + Qz + 3)! ]-I(2pB;lB~2A2' (15) 

PB';1812 is expanded with the help of (14), A z with the 
help of (8), and the factors are combined with the help 
of (6). The result is 

(

1 qt; a q2; 1 ql + q2) 

Vt U1 Vz U2 V3 U3 

(16) 

Here Tl = U1 ± ~, whichever has the same parity as ql 
- VI - W, and T3= Us ± t, whichever has the same parity 
as ql + qz - Vg + W. The only sum in (16) is the trivial 
one over W which takes the two values ± ~ . 

is found by expanding 

The result is 
(17) 
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(

1 ql. 1 q2. 0 ql + q2) 
" Q+q+U-l/2 

V V V V V V = (-1) 1 2 1 
1 1 2 Z 3 3 

Here TI = VI ± ~, whichever has the same parity as ql 
- W+ Vu and T z= vz±i, whichever has the same parity 
as qz + V2 + W. The only sum in (18) is over W which 
takes the values ± ~ . 

is found in the expansion of 

Sv=v3(2ql!(q2- 1 )! «(jI+qz+2)! 

X (2q + 3)]-1/2 PBQz -I Bq1e z 1 z z· 

C z is the elementary scalar 

Cz = -\(0'3;31 - ;330!1 + ° 3 Y1 - Y31\) + {27)2(;3/\ - °3/31) 

+ {2e2(;33 Yl - Y3;31) + V2~2(0'301- °30!1) + 

+ V2!;2(Y30!1 - 0!3 YI) 

= 4rs VI V~IM21:1 ~:)II ~z S ~z~ 1:3 ~ :3~ 

(19) 

(20) 

where 5 = 1 - ! Vz !, and the reduced Wigner coefficients 
have the values 

( 
1 0.0 1. 1 o)=± {5 ( 10.01. 10) f30 

1 t' , 11 5 1 l' , 11 ==::t=--. 
±22:r:l0±22 ±2201:r:22 10 

(21) 

Combining the factors in (19) with the help of the Gaunt 
coefficients in Eqs. (5) and (6) leads to the desired 
result, i. e. , 

( 
1 ql; 0 (j2; 1 ql + q2 - 1) 

VI VI V 2 V2 V3 V3 

538 

_ (120q1! «(j2 -1)! (2UI + 1)(2U2 + 1)(203 + 1) )1/2 

- (ql+(j2+ 2)!(2(j3+ 3 ) 

X(_1)Ql+Q2-1 .0 (2T3+ 1)1/2 
YZT 2 

J. Math. Phys., Vol. 17, No.4, April 1976 

{
10 0110} . . 

X' • 
Y~-Y-ZSZ~ 

(22) 

In the sum in (22) the dummies Yand Z take indepen­
dently the values ±~. When Y=Z, 5=0 and Tz= V2 : 

when Y=-Z, 5=1 and T2 takesthevalues V2±1. Also 
TI = VI ± i, whichever has the parity of ql - VI + Y, and 
T3 = V3 ± ~, whichever has the parity of (jl + (j2 - V3 + Z 
+1. 

F. Finally the coefficient 

(

1 (jl;1 q2; 0 ql+(j2+ 1) 

VI VI V 2 V2 V3 V3 

is found by expanding the invariant 

SYI = v'3[2ql! q2! (ql + (j2 + 3)! (2ql + 2q2 + 5)]-1/2 PB~2B~IC3' 
(23) 

C3 is just the invariant Eq. (20) with the states 
relabelled 1 - 2 - 3 - 1. The result is 

(
1 Ql;1(j2.0ql+Qz+l)= 

VI VI V2 VZ ' V3 V3 

_ (120QI !Qz! (2V1 + 1)(2U2+ 1)(203 + 1)) 1(2 

- «(jl + Q2+ 3)! (2ql + 2Q2+ 5) 

X(-1)Ql+Q2 .0 (2T3 + 1)1/2 

YZT 3 

{
10 ° 110} 

Xl; ~ 1 
Z2-Y-ZS Y ?; 

M. Hongoh 
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In Eq. (24) Y and Z independently take the values ± 1. 
When Y= Z, S= 0 and T3= U3; when Y= - Z, S= 1 and T3 
takes the values U3 ± 1. Also T 1 = U1 ± ~, whichever has 
the parity of ql- VI + Y, and T 2 = U2 ±1, whichever has 
the parity of q2 - V2 + Z. 

The internal sums in Eqs. (16), (18), (22), and (24) 
are trivial in the sense that they contain at most six 
terms. They could be done by hand in each case but this 
would entail a proliferation of formulas, for the details 
depend on the relative parities of the labels. 

The classes of the 0(5)~SU(2)XU(1) Wigner co­
efficients we have evaluated do not exhaust all multiplic­
ity-free cases; other examples are the 0(5) couplings 
(11 + In 0; n + III 0; 0 11), (n + m 1; n + m 0; 1 n), (0 n + m; 
01l+m;2nO), (11l+m;1n+m;2nO), (1n+m;1n+m; 
211+10), (0 n+m; 1 n+m; 211+1 0). The classes we 
have calculated include all those involving only trivial 
internal summations. 

4. CONCLUSION 

The method of van der Waerden invariants is a power­
ful technique for calculating coupling coefficients of low 
order compact groups in any basis. We are planning to 
evaluate the general 0(5) ~ SU(2) xU(1) Wigner 
coefficient; the relatively simple coefficients found in 
this paper will be needed in expressing the general 
formula. 
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APPENDIX A 

The 0(5)~ SU(2) xU(1) Clebsch-Gordan coefficient 
may be defined by 

I 
P3 q3 ) = 2::;/ PI ql \ / P2 q2 \ 
V3 V3 ,'vI3 12 VU.I! VI U1 ,'vII / 1 V2 U2 1112/2 

(25) 

The state on the left is a composite state formed from 
products of the states labeled 1 and 2. 

<
PI ql;P2 q2\ P3 q3) 

VI VI V2 V2 V3 V3 

APPENDIX B 

is the reduced Clebsch-Gordan coefficient which we 
wish to relate to the reduced Wigner coefficient. All 
states are normalized and we suppose the IR's present 
no internal labeling problem, i. e. , p = 0 or 1 or else 
q=O. 

The normalized van der Waerden invariant may be 
expanded in two ways: 

where 

and 

is the state conjugate to 

I 
P3 q3) 

V3 V3 1113 • 

The phase ¢3 is q3 + V3 for P3 = 0, 1 and ~P3 for q3 = 0; 

(26) 

(27) 

(28) 

E is a phase factor which depends in an arbitrary way on 
the IR labels. Substituting from (28), (25) in (26) and 
equating coefficients yields the desired result; 

(29) 

The phase factor € may be defined as unity or may be 
chosen to make a particular Clebsch-Gordan coefficient 
positive, say the one with V3=~P3+q3' U3=1P3' V1=1Pl 
+ql, u1=iPl' V2=V3-VU V2=P2+q2- V2' 

An alternative derivation of the reduced Wigner coeffiCient 

(
PI O. P2 0 . P3 0) 
VI VI' V2 U2' V3 V3 

yields a formula somewhat simpler than Eq. (9) (six sums instead of eight). 

Projecting the van der Waerden invariant SI> Eq. (7), onto a product of one-particle states gives 

(
PI ° /2 0

/
3 

O\=(-1)Ul+U2+U3[(2Vl+1)(2V2+1) (2V 3 +1)]1/2 (VIaUHVI)(V2aU2bV2)(U3aV3bV3)lsr(UIV2V3»' 
VI VI V2 V 2 V3 U3) (30a) 
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where (V1 V2 U3 ), etc., are SU(2) van der Waerden invariants. The subscript a refers to isospin states which are 
Wigner monomials in the V = i variables ac5; b denotes an isospin state in the V = - t variables Yi3. Numerically, 

Expanding 51 leads to 

(
PIO ; P20 ; P30 )=(-1)UI+U2'U3(6all~la3!(2VI +1) (2U

2
+1) (2U

3
+l)JI/2 

VI VI V2 V 2 V3 V3 

X(a1 + a 2 + a3 + 3)l 1-1
/

2 :0 «(Ula Vlb V1)(U24 V2bU2)(U3d V3b U]) r 
:r 

where 

The following evaluation of the scalar product on the right-hand side of (3Ia) is similar to the procedure used 
in Ref. 15. It may be viewed as 

[(2V2a + 1)1 y/2[(X + 1)! (2V2o. -x+ I)! ]-1/2 

times the scalar product of 

with 

The isospins ~x, U20. -h, U24 on the right side of (32a) are in the variables labelled 3b, lb, 2a respectively. 
I A) is a state in which the isospins ix, U2-. - tx, VI, V3 are coupled to give a total isospin of V2b - 1 UZa , U2 ) is a 
complete set of such states with tx, UZo. - ix coupled to U24 and Vu V3 coupled to U2 . Renee we can expand I A) 
in I V2a , U2), i. e., 

(30b) 

(3Ia) 

(31b} 

(32a) 

(32b) 

IA)= 6 IU2a ,V2) (2U 2 +1) (2V24 + 1) (V24 ,U2 !A). (33) 
U2a ,U2 

The scalar product (U24 ,Uz (A) is found by expanding (A) and IU2a ,U2 ) in products of the "one-particle states," 
i. e. , 

and equating coefficients. The final result is 

(
(V2 + Vz)! (Vl - V,)!(ipz - V2 )1 (}pz + U2 + 1)1 (VI + V2 - V2 )1 ) 1}2 

X (U1+ V2+ V3+ 1)! 

x :0 (_ 1 )U3+Ulb+UZS+U3b +u+v-M (U 3a U3b V3) (Vla V lb Vl) 
Muvx _ M _ v + ~x v - tx M U

2a 
- V 2 + M + U - tx - V~Q - U + ~x V 2 - M 

1 ) )1/2 
(

VIa - U2 + V24 + M+1I - h)!)1/2 ((VIa + U2 - VZe - M -u+ h)! (Va+ V2a +u - 2x)!(VI + V2 -M ! 
X (Vlb -U2a -U+tx)! \ (VI-U2+M)!(USb+V-h)!(U3-M)! 

X«V 3a - M - V + h)! (V3a + M + v - h)! (U3b - V + h)! (U3 + M)1 ]1/2 [X! (2U2a - X)! 

X(Vlb - V Za + U+ ix)! (tal +u+ v+ M -x)!)-1[(ta1 -u -v -M)! (Ula - U2a - V3b + V2 -M -u -v+ x)! r1 
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We study the stationary neutron transport equation (in its integral form) in plane and spherical symmetry. 
The investigation is carried out in both L2 and C spaces, by means of standard methods of functional 
analysis. The equivalence between the eigenvalue problems in the two spaces is proved, and the space C 
seems often to be more appropriate than ~ for investigating the main properties of the eigenfunctions. 
Results of functional analysis are applied in establishing some properties of the eigenvalues and the 
eigenfunctions. Moreover, the continuous dependence of neutron flux on optical and spatial parameters is 
shown. 

1. INTRODUCTION 

In this paper, we are concerned with the stationary 
neutron transport Boltzmann equation as applied to 
homogeneous multiplying slabs and spheres, Whereas 
nearly all previous work on the subject has been per­
formed in L 2, our work is carried out in both the 
Lebesgue space L2 and the space C (with the sup norm), 
Our aim is to show that C is also natural space in 
which to study the transport operator, In particular, we 
investigate in detail the well-known fact that the study 
of a sphere can be reduced to that of a slab. By investi­
gating directly the two original kernels for a slab and 
for a sphere, all relevant physical properties of the 
solution can be obtained in a rigorous way from the 
Boltzmann equation, Finally, we are able to prove that 
the neutron flux depends continuously on the optical 
and spatial parameters, 

2. PRELIMINARIES 

Let us consider an infinite homogeneous multiplying 
slab embedded in an infinite purely absorbing medium 
or in the vacuum, so that no neutron may enter the 
slab from outside, The material properties of the slab 
are characterized by c (c> 1), the average number of 
secondary neutrons per collision, and by 2.: (2.: > 0), the 
total macroscopic cross section for all processes (fis­
sion, scattering, and absorption), Neutrons are sup­
posed monoenergetic and the processes are taken to be 
spherically symmetric in the laboratory system, 

Now, let 20' (0' > 0) be the optical thickness (2.: times 
the geometrical length) of the slab along the coordinate 
axis x; moreover, let x 0= 0 be the middle plane of the 
slab. By making use of the optical unit 0' along the axis 
x, then the slab extends merely from x = - 1 to x = 1; 
clearly, a is also the parameter characterizing both 
the geometrical and material properties of the slab, 

For the physical situation illustrated above and in ab­
sence of external sources, by putting Ao=l/c, the sta­
tionary neutron total flux <p", in the slab must satisfy the 
linear integral Boltzmann equation1 

ArP", (x) = n To. (x, x') <p", (x') dx', (1) 
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where 

T", (x,x') 0= to'E(alx- x'l) (2) 

for any (x,x'}<:=: [-1, l]x[-l, 1J and any a> 0 and where 

E(u) 0= ~- rl exp(- tu)dt, u> 0, 

is the exponential integral. 2 

(3) 

If we consider now an homogeneous multiplying sphere 
of optical radius a (a> 0), then the stationary neutron 
total flux <p", in the sphere must satisfy the linear inte­
gral equation (Ref, 1) 

A<P", (x) = ta 101 [E(a I x - x' I) 
- E(a I x + x' I )J(x' Ix) <p,,(x') dx', 

where x is the distance from the center, Since, as is 
easily seen, 

(4) 

lim [E(alx - x'l) - E(alx +x'I)]x' Ix= 2 exp(- ax'), 
x'" oi-

for any x' E (0,1], we rewrite Eq. (4) as follows: 

A<P",(X) = 101 U",(x, x') <p",(x')dx', (5) 

where 

l 
ta [E(O' I x - x' I) - E(a I x + x' I) 1 x' lx, 

U",(x, x') = O<x~·l, 0.:sx''''1 (6) 

a exp(- ax'), x= 0, 0 < x' '" 1 

for any a> O. We shall study Eqs. (1) and (5) by making 
use of the operator valued functions T", and U '" (a > 0), 
whose kernels (using the same symbol for the operator 
and for its kernel) are respectively T", (x, x') and 
U",(x,x'). 

We now observe that if we substitute <Pi (x) = x<P" (x) 
into Eq, (5) and extend the definition of <P1 by <Pi (x) 
= x<P" (- x), we then obtain the integral equation govern­
ing the neutron distribution <P1 (x) in a slab of thickness 
2al2.:, For this reason, the study of homogeneous 
spheres with isotropic scattering is usually included 
in that of a slab whose half-thickness is equal to the 
radius of the sphere, 
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3. SOME PROPERTIES OF Tex AND Vex 

We establish here some properties of Ta and Va 
which are true for any a> O. The first step is to choose 
the spaces in which the operators TOt and VOl. acto 

By taking into account (2), it is easily seen that 

f.~ [T a (x, x') [2 dx' (7) 

is a continuous function of xc:::: [-1,1] and that 

From (8) it follows at once that T", can act on the whole 
of the space e[ - 1,1]; on the other hand, both (7) and 
(8) imply that T" will be compact as an operator acting 
in e[ - 1, 1].3 Moreover, (7) implies also that T" (x, x') 
is a Fredholm kernel (that is, square integrable on 
[-1, 1]x[-I, 1]) and hence, as is well known, T" can 
act also on the whole of the space L 2[ - 1, 1] and it will 
be compact in this space. 

By recalling the definition of U"" it is possible to 
prove, by tedious calculations, that conditions analogous 
to (7) and (8) are also true for the kernel V" (x, x'). Con­
sequently, V", can now be considered as an operator act­
ing in both the spaces e[o, 1] and L 2[O, 1] and which is 
also compact in both these spaces. 

Here era, b J (a < b) is the space of the real-valued 
functions defined and continuous on [a, b] with the usual 
sup norm, and L 2[a, b] is the Hilbert space of the real­
valued functions defined and square integrable (in the 
Lebesgue sense) over [a, b 1 with the usual inner product 
(f,g) = f: f(x) g(x) dx, f, gc:::: L 2[a, b J and the L 2-norm 
Ilf II = (f, f)1/2. 

Let now T" act in L 2[-1, 1] (we shall consider V" 
later)o Since the kernel T" (x,x') is real and symmetric, 
the operator T" is symmetric; moreover, as is well 
known, 4 T" is also positive definite" It follows that T '" 
has a denumerable infinite set of positive eigenvalues 
forming a sequence 

converging to zero (but zero is not an eigenvalue) and 
each eigenvalue is of finite multiplicity (Ref. 3). The 
first eigenvalue is given by the formula 

At this point, we observe that T", as an operator 
acting in e[- 1, IJ, has the same eigenvalues and 
eigenfunctions as an operator acting in L 2[ - 1, 1], In­
deed, the eigenfunctions of T" as an operator in 

(9) 

L 2[ - 1, IJ must be continuous since TOt maps L z[ - 1, 1J 
into its subspace of bounded functions and this subspace 
into that of continuous functions" 5 The vice-versa is 
obvious. Analogous considerations are available for V". 

Since the kernel T '" (x, x') is also even, see (2), the 
eigenfunctions of T" must have definite parity. Let now 
He and Ho be the closed subspaces of L 2[ - 1, 1] having 
as elements the functions which are respectively even 
and odd (almost everywhereL Moreover, let SOt be 
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the linear integral operator acting in He whose kernel 
is 

Sa (x, x') = [Ta (x, x') + TOt (x, - x ' )Jl2 

for any (x, x') c:::: [-1, l)x[-l, IJ, and letA()I. be the linear 
integral operator acting in H 0 whose kernel is 

Aa (x, x') = [T ,,(x, x') - T" (x, - x ' )J/2 (10) 

for any (X,X/)c:::: [-1, l]x[-l, 1], As T", the operators 
S" and A" are compact, symmetric, positive definite; 
unlike Teo it is of no interest that S" and A" can act in 
other spaces that are not He and Ho respectively, 

We remark that the eigenvalue problem of T" in 
L 2[ - 1, 1] is equivalent to the two eigenvalue problems 
of SOt in He and of A" in Ho. 

Now, we establish the following theorem, 

Theorem. 1: (i) The operators A" and V" acting in 
HoCL2[-1, 1] and in e[o, 1] or L 2[0, 1], respectively, 
have the same eigenvalues, (ii) The first eigenvalue of 
V" is the second of T". (iii) The first two eigenvalues 
of T" are simple, 

Proof: (i) Let .\«(1') be an eigenvalue of A" correspond­
ing to the eigenfunction q;", that is 

.\(O')q;,,(x)=f.! A,,(x,x/)q;,,(x')dx' • (11) 

In the Appendix we show that the odd continuous function 
q;" can be written as 

(12) 

where ~" is an even continuous function, Let <j!" be the 
restriction of ~" to [0,1]; then, by inserting (12) into 
(11) and by taking into account definition (10), it follows 
that 

A(a)x<j!" (x) = 101 [T()I. (x, x') - TOt (x, - x') Jxl<j!" (x') dx' (13) 

and, hence, by substituting exponential integrals and by 
recalling the definition of the kernel Va, we get Eq, (5)0 
Hence, A(O') is an eigenvalue of V" 0 The converse is 
true; indeed, let A(O') be an eigenvalue of V" as acting 
in L 2[O, IJ corresponding to the eigenfunction 1/JOt' It 
follows from definitions (6) and (2) that Eq, (13) is 
satisfied. If~" is the even extension of 1/J" to (- 1, 1], 
then q;a defined in (12) satisfies Eq. (11) and hence 
.\(0') is an eigenvalue of A" as acting in Hoo 

(ii) Because V" and A" have the same eigenvalues, 
we refer to Ref, 6 where the proof that the first eigen­
value of A" is the second one of T" is given in the more 
general case of systems with reflectors, 

(iii) See again Ref, 6, 

Finally, we add the following remark, Since Ai (0') 
is the largest eigenvalue of S,,' an eigenfunction of T" 
corresponding to it (which is even and continuous) must 
be either positive or negative in [- 1, 1], see ReI, 6. 
LikeWise, since A2(a) is the largest eigenvalue of A", 
an eigenfunction of T" corresponding to it (which is 
odd and continuous) must be either positive or negative 
in (0,1], Hence, from (12), (see also the Appendix), 
it follows that an eigenfunction of Va corresponding to 
.\2(0') (which is continuous) must be either positive or 
negative in [0,1]0 
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In the sequel, we also need this theorem. 

Theorem 2: Let (]I EO (0, + 00). Then 

(i) as operators acting respectively in e[ -1,1] and 
e [0, 1 ], TO/. and V 0/. depend continuously on (]I, in the 
uniform topology; 

(ii) moreover, TO/. depends continuously on (]I also as 
an operator acting in L 2[-1, 1]; 

(iii) Ts - TO/. is a positive definite operator in L 2[ - 1, 1] 
if{3>a o 

Proof: (i) Let us consider the operator TO/.. If we 
show that 

MO/.s==- sup i! I Ts(x, x') - T", (x, x') Idx' - 0 as {3 - a, 
rEO [-1,1] 

(14) 

then clearly T", depends continuously on a as an opera­
tor acting in e[ - 1, I]. It is sufficient to prove (14), 

The exponential integral is a strictly decreasing func­
tion in (0, + 00) and 

f.~ TO/. (x, x') dx' < l:~ T", (x, x') dx' ==- 1 

for any xEO [-1,1] and any a> O. By taking {3> (]I and 
recalling (2), we get the inequalities 

r:ITs(x,x')- T",(x,x')ldx' 

~(1-a/f3)i!Ta(x,X')dx'+ n [T",(x, x') 

- (a/{3) Ts(x, x')]dx' 

~21{3-al/{3, 

which are true for any xEO [-1,1]. This is also true 
for f3 < (Y; therefore, (14) is proved. 

Let us consider the operator V"'. By recalling the 
definition of the kernel of VOl and by making use of the 
series expansion of the exponential integral, we can 
see that 

sup J,IIVs(x,x')- V",(x,x')ldx'-O as f3-a 
rEO [0,11 0 

so that V", depends continuously on (]I as an operator 
acting in e[o, I], 

(ii) Since the kernel T 01 (x, x') is symmetric, again 
from (14) we can deduce that T", depends continuously 
on (]I also as an operator acting in L z[ - 1, 1]. Indeed, 
let {EO L 2[ - 1, 1], II {II ==- 1; we write 

I [(Ts - TO/.){](;t:l!2 

~ li; I Ta(x, x') - T ",(x, x') I I ((x') I dX']2 

~ r I Ta(x, x') - T 0/. (x, x') I dx' 
-1 

xD ITs(x,x')-TO/.(x,x')1 1{(x')1 2dx' 

~M0/.8.G ITs(x,x')-T",(x,x')1 If(x')1 2 dx', (15) 

where we have used the Schwarz inequality and (14), 
NOW, by integrating (15) over [- 1, 11, from the well­
known definition of the norm of an operator and also 
from (14), we get that 

II Ts - T 0/.11 ~ ,'\1",s' 

Hence the result follows at once. 
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(iii) The proof of (iii), with slight modifications, is 
the same as that given in Ref. 4. Clearly, Ts - TO/. is 
also a compact, symmetric operator. 

We can now give a theorem that summarizes some 
properties of the eigenvalues of TOI.' 

Theorem 3: Let a EO (0, +00), Then 

(i) for any n ~ 1 the eigenvalues ~n(a) of T a (and hence 
those of V 0/.) are continuous and strictly increaSing func­
tions of (]I; 

(ii) for any n'" 1 and any a> 0 we have 0 < ~n(a) < 1; 
moreover, limOl._o+~n(a) = 0 for any n'" 1; 

(iii) if n = 1,2 we have limO/._ +~ ~n(a) = 1. 

Proof: The proof of (i) follows easily from Theorem 
2, see again Ref. 4. 

As far as case (ii) is concerned, since the eigenfunc­
tions of T a are bounded, we have 

0<~1«(]I)~ sup J! T",(x,x')dx'=J
1 

T",(0,x')dx'<1, 
xE [-1,1] - -1 

for any a> O. On the other hand, from the well-known 
inequality 

AI(a) ~ (i~ n j T", (x, x') 12 dxdx')1/2 

it follows at once that At (a) - 0 as (]I - O· because 

r; i; I TOI.(x, x') 1
2 dxdx' ~ r: dx i:~ I TOI.(x,x') j

2dx' 

= 2a log2, 

as is easily seen by making use of (3). The proof of (ii) 
is complete. 

Clearly, to prove (iii), it is sufficient to consider the 
case n =:; 2. For this, let {(x) =-1372 x, x EO [- 1, 1]; then 
(EO Ho, IIf II = L From (9) and from Theorem 1, we get 

(A",f,f) ~ ~z«(]I) < 1, a> 0, 

where we have used also (ii). Now, a simple calculation 
shows that 

(Arxf,f) = 1- ia - C:}( 2) exp(- 2a) + (t(]l3)[l- exp(- 2(]1)], 

and hence the result follows at once. 

4. THE SOLUTION OF THE ORIGINAL PROBLEM 

We al'e now in a position to prove some properties 
of the original Eqs, (1) and (5). These properties are 
summarized in the following theorem. 

Theorem 4: (i) For any a> 0 there is one and only 
one neutron flux CPa EO e[ - 1, 1] in the slab such that 
CPa (x) > 0 for any XEO [- 1,11, II CPa II = 1, cP", being also 
an even function in [-1,1], and there is one and only 
one neutron flux <Pol. E e[o, 1] in the sphere such that 
<POI. (x) > 0 for any xEO [0,1], 1Iif'",II=1. 

(ii) Let cs«(]I) and CA«(]I) be respectively the critical 
values in the slab (of half-thickness a) and in the sphere 
(of radius a), a> 0, Then cs(a) and cA(a) are continu­
ous and strictly decreaSing functions in (0, + 00) and for 
any (]I> 0 we have cA(a) > cs(a) > 1. Moreover, 

limci(a)=+oo, limci(cl) =1, i=A,S. 
0::- 0+ ~_ +90 
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(iii) If (3 - a, then 11<1>8 - <1>",11-° and IIlP8 -lP"lI-° so 
that both the neutron fluxes <1>,,(x) and lP,,(x) are contin­
uous functions respectively in (0, + 00) x [-1,1] and in 
(0, + 00) x [0, I], 

Proof: Points (i) and (ii) follow at once from 
Theorems 1 and 3 and from the remark which follows 
Theorems 1, 

To prove (iii), we consider only the neutron flux <1>" 
in the slab because the proof for the neutron flux lP" 
in the sphere is the same, 

Let {an} be a sequence converging to a, and let {<1>"'n} 
be the corresponding sequence of positive normalized 
eigenfunctions. Since T '" is compact as an operator act­
ing in C[ - 1, 1], the sequence {T "<1>,, } contains a subse-
quence {T ",<1>", } converging to an element of C[- 1, 1], 
which we writ"~ X1(0I)1>, From the equality 

X1(OI)[<1>", -1>]==X1(0I)Xi1(OI n )T", <1>", -T",<1>", 
nk k "k"k no 

+T",<1>", -A1(0I)1> 
nk 

and since A1(0I) and T" depend continuously on a, we 
see that <1>", goes to ¢. The boundedness of T", implies 

"k - - -
that T",<1>" -T",<1> and so T,,<1>==X1(0I) <1>. Since A1(0I) is 
simple, th~n 1> = <1>"" and <1>"n - <1>",. Only one limit 
point for {T",<1>",} eXists, it iS

k
X1(QI) <1>",. Hence, 

T ",<1>", - X1(a) <1>: and 
n 

Thus, the theorem is proved. 

We finally observe that all the statements of the 
theorem have an obvious physical meaning, For exam­
ple, we have cA(a»cs(a) because the loss of neutrons 
by leakage is smaller in the slab than in the sphere, 
Also the fact that the neutron distributions are contin­
uous functions of (a, x) has an interesting physical 
meaning, that is, for small variations of ~ the neutron 
distributions vary uniformly in all the domain of the 
spatial coordinates. 

APPENDIX 

In Sec. 3 we need the following result. If <1>" is an odd 
continuous eigenfunction, defined by Eq. (11), then 

<1>",(x)==xf.,(x), xE[-l,l] 

where f,,(x) is an even continuous function. 

We begin by recalling that the kernel A",(x, x') is 
odd as function of x', If <1>", satisfies Eq. (11), then 
its restriction to [0,1], 1)"" satisfies 

X(OI)1)",(X)==~OI 101 [E(a Ix-x'l) 

- E(a )x+x' I)] ,¢",(x')dx'. (16) 

A simple computation shows that 

lim [.p", (x)/x P] = 0, O<p<1. 
x" o· 

Hence, we can write .p",(x)==x" g",(x), XE [0,1], where 
g" is a continuous function on [0, IJ [here, we put 
g", (0) = ° for continuity]. 
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NOW, by introducing this factorization in the rhs of 
(16), we can prove that limx~o+[.p,,(x)/x] does exist and 
it is finite. Actually, 

01[1 x'P 
lim -2 [E(alx-x'I)-E(OIlx+x'I)J - g,,(x')dx' 
_~ 0 n 

==0' [01 
exp(- ax') g (x')dx' J n x'1-P '" . 

Indeed, 

I iil ( [E(a Ix - x' I) - E(a Ix + x' I)] x~P _ 2 ex;tpax/») 

Xg",(x') dx' I 
~~a .£ll[E(a lx-x'I)-E(a lx+ x 'I)J:' 

- 2 exp(- ax'») x'P-l dx' 

because Ig,,(x') I ~ M. If ~ < p < 1, by Schwarz inequality, 
this is bounded by 

2:~1 fol) [E(alx-x'I)-E(alx+x'I)J ~ 

_ 2 exp(- ax') 12 dx'. (17) 

We can say that (17) approaches zero if we prove that 

lim .,el[E(ax')-E(alx+x'I)Jx'/x 
x'" 0+ a 

- exp(- ax') 12 dx' == ° (18) 

and 

lim .c I [E(a Ix - x' I) - E(ax')Jx'/x 
x .... 0+ 0 

_ exp( - ax') 12 dx' = 0. (19) 

The limit (18) follows from the fact that (x' /x}[E(ax') 
- E(a Ix + x' I) J is dominated by exp(- ax') for XE (0, IJ 
and x' E [0,1]. The integral in (19) can be split in two 
integrals over [0, x] and [x, lL Then, by some tedious 
manipulations, we obtain (19). 

By taking into account that limx_o'['¢"(x)/x] exists 
and is finite, we can write 

;£"'(x) = x!'" (x), XE [0, 1J, 

where fet. is a continuous function on [O,lJ. 

Finally, if we put f",(- x) =f,,,(x), we then extend ;p", to 
[-1,lJ, obtaining an odd function <1>", =xfet. that satisfies 
Eq. (11). 

*Work performed under contract C. N. R. (Gruppo Nazionale 
per la Ffsica Matematica). 
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The equation of geodesic deviation is solved in the Schwarzschild geometry in a covariant manner. The 
solution is exact for null geodesics, and is given as an integral equation otherwise. The solution is then used 
to evaluate second derivatives of the world function and derivatives of the parallel propagator, which need 
to be known in order to find the Green's function for wave equations. The method of null geodesic limits is 
used to calculate higher order derivatives, and the results are applied to the scalar Green's function in the 
Schwarzschild geometry. 

I. INTRODUCTION 

In a previous paper, 1 designated I in the following, a 
new method of solution of the equation of geodesic devia­
tion was outlined for space-times in which the Riemann 
tensor could be expressed in terms of simple tensors of 
lower rank, The specific example of I was any con­
formally flat space-time. The solution was used to 
evaluate covariant derivatives of two-point geometrical 
quantities, following Synge, 2 and the results were ap­
plied to find the Green's function for the scalar wave 
equation. A computational method, called null geodesic 
limits in analogy with coincidence limhs of Synge2 and 
DeWitt,3 was developed, which proved more useful than 
brute force application of the solutions. 

In this paper we treat the same topics for the 
Schwarzschild geometry, in which the Riemann tensor 
has a simple decomposition in terms of a tensor field 
of lower rank. In Sec. II we write down the equation of 
geodesic deviation and find its solution in a covariant 
manner. The solution is exact for null geodesics and 
gives an iterative series in the nonnul! case. In Sec. III 
the solution is used to evaluate second derivatives of 
the world function and derivatives of the parallel propa­
gator. In Sec. IV the technique of null geodesic limits 
is applied to finding higher order derivatives, and then 
used to evaluate the d' Alembertian of b,1/2, In Sec. V 
this last calculation is applied to the scalar Green's 
function as an illustration, and the weak field limit of 
the solution is exhibited. 

II. GEODESIC DEVIATION 

The Schwarz schild metric, in standard coordinates, 
is given by4 

(2.1) 

The Riemann tensor, computed from (2,1) can be ex­
pressed in the form 

R""",8 = d>[o~os - o~6~ + 3(p~ps- P8P~)], 

where, in the coordinate system defined by (2.1), 

d> = - 1)1/21..3 

and 

p~ =~ p~ = - p~ = - p~ = 1. 

(2.2) 

(2.3) 

(2.4) 

Although (2. 2) was obtained only in one coordinate 
system, we can define (2.2) to be valid in any other co­
ordinate system if we define 1> to be a scalar and 
p~ to be a tensor. 
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As an aside remark, we note that the assignment of 
the tensor transformation properties to (2. 3) and (2.4) 
is not without some physical justificationo First, d> de~ 
pends only on r, which is determined by the surface 
area (41Tr2) of a sphere of symmetry in any coordinate 
system, and thus a scalar. Second, the relations (2.4) 
can be deduced from the spherically symmetric solu­
tions of the tensor algebraic equations 

(2.5) 

These equations remind one of the algebraic equations 
encountered in the geometrization of the electromagnetic 
field following Rainich, 5 Misner, and Wheeler. 6 In fact 
if we consider the Reissner-Nordstrom solution with 
a small charge E, and compute the energy momentum 
tensor T'"" of the electromagnetic field, 7 then p~ is 
given as 

(2.6) 

where in the limit E - D, the Reissner-Nordstrom 
solution becomes the schwarz schild solution. Thus the 
physical interpretation of f)~ is that of a normalized 
energy-momentum tensor of a "ghost" electromagnetic 
field arising from an infinitesimal charge added to the 
Schwarz schild geometry. 

Following the notation of I the equation of geodesic 
deviation for the Riemann tensor (2.2) is 

62 l"" - - - -
-+dJ(V'"V V"'-U'"U 11"') + 3d>(V'" V U"-V"V V"')=D 
~." " . '" '" , 

(2.7) 

where V" is the deviation vector, U'" is the tangel~t 
vector, and where we have defined the operation A'" on 
a vector A" by 

This operation has the properties that A" =A", 
A"A"'=A",A"', andA",B"'=A",B"'. AsinIwewishto 
solve (2.7) for V'" (u) for end values V" (Ut) = 0 and 

(2.8) 

V'" (u 2) = V"2, an arbitrary deviation vector. In the first 
term of the first bracket in (2.7) the factor V",V" van­
ishes if the fiducial geodesic is null, and that term can 
be treated as a small perturbation if the fiducial geo­
desic is nearly null. In the second term of the first 
bracket V", V'" is known, as in I, by the integral of (2.7), 

V", V'" = [(u - Ut)/(uz -ut)J V"2 11"'2. (2.9) 

The covariant derivatives of p,," can be evaluated in 
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the coordinate system (2.1), although the final expres­
sions are valid generally. First we define the scalar 1/J 
in the coordinate system (2. 1) by 1/J = lnr so that 1; 
= - (111/2) exp(- 3</!). Then the covariant derivative of 
p,.v is found to be 

P,.v;>. = </!;,. (gv>. - Pv>.) + </!; v (g,.>. - P,.>.)· (2. 10) 

This operation introduces a new vector, </!.", which has 
the property that ~;" = </!;,.. The covariant derivative of 
</!;" is similarly found to be 

</!;,.;v = - </!;,.</!;v -111g"v - Np"v, 

where 
M = - (111/2) exp(- 3</!) + ~ exp(- 2</!), 

N = (3m/2) exp(- 3</!) - ~ exp(- 2</!). 

(2.11) 

Note that (2.10) and (2.11) are sufficient to evaluate any 
higher covariant derivatives of P,.v or </!;" that are de­
sired without introducing new vectors or tensors. This 
follows from the fact that 

(2. 12) 

The closure property, illustrated by (2.10), (2.11), 
and (2.12) is needed in order to establish a trial solu­
tion of (2. 7) with scalar coefficients. 

Two integrals along the geodesic can be found direct­
ly from (2.10) and (2.11). If we multiply (2.10) by 
U" uvU>., we find that 

(2.13) 

where h is a constant. In standard notation h=rZ(drp/du) 
when e = 7T /2, so that (2.13) is equivalent to the angular 
momentum integral of motion. Also multiplying (2. 11) 
by U,. if leads to 

HU" + U,,) U"[l - 2m exp(- if!)] + exp(2</! )(6</!/5u)2 == J(2, 

(2.14) 
where K is a constant [equal to (1- 2m/r)(dt/du) in 
standard notation] and where 6</!/6u = </!;>.U>.. (2.14) is 
thus equivalent to the energy integral of motion. 

The trial solution of (2. 7) can now be written as 

V" =Ag" V"z + BU" + Cp,. g" vilz + DU" + E'/';" 
"2 " Il:l 'Y , 

(2.15) 
where A, B, C, D, and E are scalar functions of u 
along the geodesic. The boundary conditions are 
At =Bt =C I =D t =EI = 0, A2 =1, B2 =Cz =Dz =Ez = 0, 
where Al =A(u), etc. An algebraic relation among 
the scalar coefficients follows directly from (2.9): 

[A-(u-ut )/(u2 -UI )]U" V"2+BU"U" 
2 

+CU"g" S<;. vS<;. +DU"U" + E 6</!/6u = o. (2.16) 

Substitution of (2.15) in (2.7), using (2.10) and (2.11), 
leads to five coupled ordinary differential equations for 
the scalar coefficients, found by requiring that coef­
ficients of like vectors in (2.7) separately vanish. From 
the coefficients of the first and third vectors on the 
right side of (2. 15) we find respectively the differential 
equations 
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A" + rpU"U"A + 3rpU"U"C = 0, 

C" + rpUC/U"C + 31;UC/U"A =0, 
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(2. 17) 

(2.18) 

where prime denotes differentiation with respect to u. 
These equations are decoupled by defining g(u) =A + C 
and h(u) =A - C, so that g and h satisfy 

g"+[t/>(U"U"+3U"U")]g=0, (2.19) 

(2.20) 

subj ect to the boundary conditions gt = hi = 0, g2 = hz = 1. 
(2.19) and (2.20) are of the form of a Schrodinger's 
equation, and the bracket terms may be identified with 
effective potentials. A major distinction is, however, 
that the boundary conditions are inhomogeneous. Note 
that from (2.13) each bracket is a known function of 
1/J, so that if one gives </!(u) [or r(u)] for the fiducial 
geodesic, then the solutions of (2. 19) and (2.20) can be 
explicitly found by numerical integration or other 
techniques. For the case of null fiducial geodesics the 
brackets in (2. 19) and (2.20) are proportional to 
exp(- 5</!) (or 1/;;). For null fiducial geodesics the 
bracket in (2.19) is always negative, and that of (2,20) 
is always positive. Therefore the solution for g(u), 
subject to the boundary conditions, is always well be­
haved; however there could exist end points such that 
h(u) is zero at both end points so that h(u) could not 
then be scaled to the value 1 at U =u2' Note, however, 
that there is no singular behavior to either g(u) or h (u) 
as r approaches 2m. 

For the case of null fiducial geodesics, we can find 
one explicit solution of (2.19), namely 

go(u) = 1:. ,,6 exp(2</!) = [K2 exp(21/J) 
2 uU 

_ h2 + 2'11hz exp(- </!)]t/2. 

The other independent solution is then 

f " du 
go(u) gJ(u) , 

(2.21) 

(2. 22) 

which can be expressed explicitly in terms of a deriva­
tive of an elliptic integral of the first kind with respect 
to the parameter K2 /h2• The desired solution is then the 
linear combination of (2.21) and (2.22) that satisfies 
gt=O andgz=l: 

() go(u) 1" du g u = -- -::Tt:":i 
go(uz) "1 go (u) 

("z du 

J"1 go2(U)' 
(2.23) 

If go(u) = 0 between u t and uz, then one has to consider 
g(u) in the two segments (u t , uo) and (uo, uz) separately. 
A formal solution to (2.20) can be obtained by consid­
eration of elliptic functions of a complex argument. 
However in practice it would probably be simpler to 
numerically integrate both (2.19) and (2.20) in order 
to find g(u) and h(u). 

From (2.17)-(2.20) we have explicit solutions for 
the scalar coefficients A and C, and these terms may 
be treated as known quantities in the remaining three 
differential equations" The decoupling of the differential 
equations resulting from the coefficients of the second, 
fourth, and fifth vectors of (2. 15) in (2.7) gives rise 
to the differential equation for E, 

E" + 3¢U"U" E = 

(2.24) 
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which (with the boundary conditions El = E2 = 0) deter­
mines E. Then D is determined, to order (U OluOl)o, from 
(2.16), which automatically satisfies the boundary con­
ditions Dl =D2 = 00 Finally B is found to satisfy the 
differential equation 

B" = - D" - (4¢E)1 + ¢(A + C}(UOl2 V<>'2 

+ 3U"g" ~ vB2] + o (U,POl) , (2.25) 

where the right- side is known from the above and the 
boundary conditions are Bl = B2 = O. 

If U cPOt = 0, the homogeneous equation for E in (2.24) 
is the same as that for g(u) in (2.19). Therefore, the 
two independent solutions of the homogeneous equation 
for E are g(u} and g(u} JU du/g 2• We then generate the 
complete solution to (2.24), 

E(u) = G(u) U" V"2 + O(U"U"), (2.26) 
2 

where 

G(u} = g(U}«U2 - u} 

- 2/(u2 - ul) f."2 (du ' /g
2) J: dU" g]. (2. 27) 

Equation (2. 25) can also be integrated, since the right­
hand side is known. In order to avoid having an integral 
with the parallel propagator in the integrand, we first 
let 

B(u} = - D(u} + H(u) U 0<2 V"2 + J(u) + K(u) 

- (u - u1)/(U2 - Ul}(J(U2) + K(U2)], 

where 

(2. 28) 

J(u)=-2l/!;Olg'\VV2 L; gdu, (2.29) 

K(u) = (U" gO< V2 vv2/U8U8)[ - g(u) + 2l/!;./P L~ gdu], 

(2.30) 
and where H(u} then satisfies the differential equation 

Hit - [(2l/!;Ol U'" /UaUIl) - 2¢ Ju; gdu]' + (4¢G)1 = ¢g. 

(2.31) 

Then H(u) is determined to be 

H(u) =L(u) - (u - ul)/(u2 - u l ) L(u2), 

where 

L(u) = (l/U "uOl) - r u 
(4¢G + 2¢ luu' gdu" 

JUl 1 

r u' - Ju ¢gdu") du ' • 
1 

(2 0 32) 

(2033) 

It is convenient, as in I, to have the deviation vector 
at u expressed explicitly in terms of the arbitrary end­
point deviation VV2. Define the two-point tensor 5" v by 

2 

V"(u) = 5" v V V2. (2.34) 
2 

Then 5" V2 has the explicit form 

S" =.l{g+h)g" +.l(g_h)p",.c< +GI/!;"U 
"2 2 ~2 2 0: 5 "2 v2 
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+ _ IuOl (U-U1 - ~(g+h) - G<P;8ua\(fJ" - U") Uv UOt u 2 -ul ) 2 

1 - - a + ~ (h - g){U" - U") Uag Y2 
Ua 

+HU"Uv2 - 2 (fU gdU) U"l/!;ag'\ 
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One can verify that U"S"" v = (u - u l )/{u2 - u l ) Uy , as is 
required from (2.9). 2 2 

III. GEOMETRICAL RELATIONS 

In this section we compute the second derivatives of 
the world function, derivatives of the parallel propaga­
tor, and evaluate the two-point scalar ~1/2 for two 
space-time points in the Schwarz schild geometry which 
are separated by a null geodesic. Our calculations 
follow the formalism of Synge2 and DeWitt3 as outlined 
in I. 

Let U be the world-function (or geodesic interval). 
Then 

U;"l = - (u2 - u l ) U"l and U;"2 = (u2 - u l ) U"2' 

The second derivatives are found by varying these rela­
tions with respect to the end point x2 and using the ex­
pression for the deviation vector V". From (I. 3. 3) and 
(I. 3. 4) we have generally that 

(3.1) 

(3.2) 

Taking the derivatives of 5"Y2 gives for (3.1), 

(3.3) 

It can be verified that U"lU:"1;V2 = - UY2 and U;"1: V2if2 

= - U "1 as is required from differentiating the identity 
U;" U;" = 2U. For (3.2) we find 
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+ -Hgf +h2) - 2l/!;Il'P~ + H;' V'" 2 U"'2 

+ 2 (MU"'2 U"'2 + (l/!; "'2 U"'2)2 

+ l/!;"'2U"'2) j"l gdU] }+O(U",U"')' (3.4) 
u2 - u1 U1 

Again we can show explicitly that uI'2n;1'2;V2 = Uy2 • The 
contraction of (3.4) results in a simple expression 

n;1'2;1'2 = (u2 - u1)(gi + h2) + 2 + o (U",U"'). (3.5) 

The differential equation for t.,1/2, defined in I. 4. 5, is 
then 

d
d In (t., 1 I 2) = (1/u2 - u 1) - -Hg2 + h;') + O(U", U"') (3.6) 
u2 

which has the solution (normalized to t.,1/2 = 1 when P1 
and P2 coincide) 

t.,112 = (u2 - u1)[gihn1/2 + O(U"U"'), (3.7) 

where care has to be taken in solving (3.6) to distin­
guish between derivatives with respect to u2 and deriva­
tives with respect to U keeping u2 fixed. As noted be­
fore, gi is always finite. However if the points P 1 and 
P 2 are situated such that hi is infinite, then t.,1/2 will 
become infinite. For a fixed P 1 the locus of such points 
P 2 defines a caustic surface, 

The derivatives of the parallel propagator, expressed 
in terms of SI' Y2' is 

gl' v .,_ = fu"2 gl'j",gy IlR"Il.-"SrL.lfidu. (3.8) 
1 2' ._" 1 2 r --" 

Using (202) and (2,35) results in the explicit expression 
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+ - 2 U'" gl' jlliJll gA2a ua] du 
U" 

+ ~ 1
1
"2 ¢(g+h)(gltj",p",a gaA2 

_ ~ C;:l U>-2) Ulld 
3 U",U'" gV21l U 

+ U~ 1..U2 
¢ {3G(g"1",l/!;'" gV2ijll) 

+U [G(g l/!;"'+2 ~;IlUIl g ur) 
v2 \: 1t1'" U",U'" 1'1 r 
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- _ 2
U

'" ( U - u1 ) gv 'Y U'Y] }dU - (J.1.1 ...... v2) 
U'" u2 - U1 2 

+ O(U",U"')o (3.9) 

Fr~m (3.9) it follows that gIt1v2;A2U~ = 0 and 
go 1 gltl,v ;~ = - ga2Itl;~gltl V2 as expected. The contrac­
ti6n of (":i.9), which appears in the integral equation for 
the Green's function for a vector wave equation, is 

gltlvt2 = Ult1 l,."2 ¢[ 2( ~ __ :11) - (g+h)] du 

1"2 -
- 3 ¢(g- h)gl'l"U'" 

U1 

-3 ("2 ¢G[l/!;",U"'(UI'1+ gIt 18iJ1l) 
JU1 

- U",U"' gIt 18 l/!;8]du+0(U",U"'). (3.10) 

In a series expansion in powers of the Riemann tensor, 
(3.9) is of first order in the Riemann tensor, whereas 
(3.10) is seen to be of second order. 

IV. NUll GEODESIC LIMITS 
As noted in I further derivatives of (3.3), (3.4), (3.7), 

and (3.8) require a knowledge of the terms of order 
U", U"', which have been ignored thus far. The methods 
of null geodesic limits allows us to compute these 
derivatives more easily than brute force calculations. 
We illustrate this for the computation of the third de­
rivatives of ° and for the evaluation of (t.,1/2).).;\ which 
has to be known in order to define the scalar 'Green's 
function in the Schwarz schild geometry. 

We first write O;,,;v in the form 

Q; It;V = agl'v + bPl'v + cl'0;V + cyO;1t + exp(n;,.3'2;v +/ItVO), 

(4.1) 

where a, b, CIL' and e can be read off from (3.4) by 
comparison. /ItV is not defined by (3.9); however we as­
sume that/ltv is that quantity which makes (4.1) valid 
both for null and nonnull geodesics. There is an 
arbitrariness in the definition of the coefficients in 
(4.1). In particular we produce the same O;IL;V under 
the "gauge" transformation 

[ILV -/~v =/"V + agltv + flPltv + 'YILO;v + 'YvO;1t + Iin;lLn;v 

a - a' = a - Q'11, b - b' = b - (30, 
(4.2) 

CIL-C~=CIt-'YItO, e-e'=e-IiO. 

A "gauge" will be chosen that results in the simplest 
relations. 

The identity O;vO;IL;V = 0; IL leads to constraint equa­
tions on (4.1): 

and 

GvO;v + (a - 1) = mO, 

b + eO;",n;'" =nO, 

(4.5) 

where we have used 0;"'0;", = 20 and where m and n are 
undetermined by the constraint condition. In the 
geodesic limit (NGL) the right-sides of (4.3) and (4.4) 

P.C. Peters 549 



                                                                                                                                    

vanish. Using (4.3) and (4.4), the trace of (4.1) 
becomes 

n;,/" = 2(a+ 1) + n [/" '" + 2e + 2m] 

which agrees with (3.5) in the NGLo 

(4.6) 

If we differentiate the identiy n,,, = n,,, ,,,n''', we find 

(4.7) 

On the left- side we can substitute (4. 1) directly. On 
the right- side the first term can be evaluated directly 
from (4.1), and, in the NGL, /"v does not appear. In 
the second term on the right we use (2.2), and in the 
third term on the right we use (4.1) twice. After sub­
stitution the resulting expressions are reduced to linear 
combinations of the tensors g"v and p"v and tensors 
proportional to n,,, and n;". Equating coefficients of 
like tensors results in a series of differential equations 
for the functions a, b, c", and e along the geodesic. 
From the coefficient of g"v we find 

a;",n;" +a2 - b2 - a= 0, (NGL) (4.8) 

and from the coefficient of p"v 

b;"n;" + 2ab - b + 3cpn;)'2;" = 0, (NGL) (4.9) 

where a;",n'''=da(u)/dln(u-ut ), etc, Taking the sum 
and difference of (4.8) and (4.9) leads to the uncoupled 
equations for (a + b) and (a - b), 

(a + b); ",n'''' = (a + b) - (a + b)2 - 3cpn;"n'''', (NGL)(4.10) 

(a-b);",n;"=(a-b)-(a-b)2+3cpn,)'2;"'. (NGL) (4.11) 

In terms of (3.4), (a + b) = (u2 - u j ) g2 and (a - b)= (u2 - ul) 
lIZ. where a and b are evaluated at the end point u2• It 
can then be shown that (4.10) and (4.11) are satisfied 
by the normalized g and lz which are solutions of (2.19) 
and (2.20). 

From the coefficient of nov in (4.7) we find the differ­
ential equation for c", 

c n'''=-c (l+a)-b(c.,+<p.J+~n."(cp-c,,,c") 
~;O! j.J. t"',t"', 

-en,,,(b+n,,,c"'+<p;sn' S), (NGL) (4.12) 

and from the coefficient of nov in (4.7) we find the 
differential equation for e, 

(NGL) (4.13) 

which is consistent with the condition (4.4). Further, 
the equation for the vector function c" can be reduced 
to a series of scalar functions by letting 

c" =p<p,,, +sn;" + tn;", 

which when substituted in (4,12) yields 

p;"n;" +p(l +a+b) = 1- a- b, 

5;",n'''' +3s=:Hp- ili</J;,,</J;'" 

- (p+1)1<p,,,,n;"-tb+icp, 

t, ",n;" + f(2 + a + b - <P, ",n' "') 

=Np - e(l + b - a + <p;",n;"), 
where 

(NGL) (4.14) 

(NGL) (4,15) 

(NGL) (4.16) 

(NGL) (4.17) 

C C '" _p2", ,I,;a + 2p(s + f) ,1, n;a + 2st no'''' ex - ~;alf' 'fI;o: ;0:' 

(NGL) 
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(NGL) 

and one integral of (4.15) and (4.17) is known: 

n"'co. = 1- a=p</J;",n'''' + tn,,,,n;a. (NGL) 

A more detailed set of relations can be found from 
the equality 

(4.18) 

where the third derivatives of n, found from (4.1), 
involve /"" and thus a knowledge of (4.1) off the null 
geodesic. We therefore substitute (4.1) and (2.2) into 
(4.18), and, after differentiations are carried out, we 
take the NGL. As before this leads to a series of 
equalities of coefficients of various tensor terms. In 
deriving the information extracted from these equali­
ties, one must introduce new undetermined functions,_ 
since, for example, a term in (4.18) of the form g,,"n;x 
could appear both as a coefficient of g "V and of n O'.. In 
the following these unknown functions appear on the 
right-sides of the equations. We shall find many can be 
eliminated by a judicious choice or gauge, using (4.2), 
In order below, the equations follow from the coef­
ficients in (4. 18) of g "V (or g"x), 

p"v (or p"x), n,,,, nov (or n,x), 0,,, and o,v (or O,},): 
a., - b</J.- - ac, - en. x (b + <p. "n' a) + cpn. x =qn. x + rn. x, 

~ 1\ ,I\. A , , ...... ", 

(4 .. 19) 

b,. + b<P,. - bc. - e[2,.(a - 4';an''') + 3cpn;. = l,n;. + u,n;., 

(4.20) 

(4.21) 

c,,;. - c"c. - en;!. (<p;" + c" - en;,,) - en;,. (4';. + c.) -f". 
=qg,," + vP". - n;"F),. +H,.n;. + J,.n, x + n;"Kx, 

(4.22) 

o;v[e;. + e(cx + </J)) - O)e,v + e(cv + iI')] 

=n., K .. - n ... K),. +L.n.v - Lvn .• , (4.23) ,JI. v,v , , 

(NGL) 

Because of the antisymmetry of (4.18) in v and A, F. is 
only defined up to terms parallel to n;. and Gx, L. and 
Al),. are defined only up to terms parallel to np .. Further, 
consistency of (4.21) and (4.22) places further 
restrictions. 

If we successively multiply (4.24) by g"\ 11,"n;\ 
and [2;" n; \ the three resulting equations imply that 
r = O. Similarly if we successively multiply (4.24) by 
p'" n;"n;' and n;"n" the three resulting equations 
im;ly that'w=O. Retu;ning then to (4.24), and multi­
plying successively by 11;", 11;\ \1;", and n;" one can 
then show that G., Jx, L., and }II. are linear combina­
tions of 11,. and n,x, with scalar .coefficients. More­
over there are only four independent coefficients, so 
that we can unite 

G. =/In;;. +/2\1,)., L;. =/3n;). +f4n;)., 
J X=/ln;X +/3n,X' ;Hx=fzl1;. +f411;x, 

(NGL) (4.25) 

where /1' /2' /3' andf4 are functions which are not 
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determined by (4.24), andfz andf4 are undetermined 
by (4.18) in the NGLo If we multiply (4.19) and (4.20) 
by n;\ setting r == w == 0 as determined above, we re­
produce (4.8) and (4.9). If we multiply (4.22) by n;>' 
we obtain (4.12) only if the chosen functions obey the 
consistency conditions 

m-q+F>.nj).-fjn;",n;"=i(c"c"-«», (NGL) (4.26) 

n - v- K).n;). -f3n;"n;" =2e(b +c"n'" + 1jJ,,,n;"). 

(NGL) (4.27) 

We now make use of the "gauge" transformations (4.2) 
in order to eliminate some of our undetermined func­
tions. In particular if we choose 

a=-q, {3==-v, YiJ.=FIJ.-flZ;iJ.' (4.28) 

then in the new gauge the right sides of (4.19), (4.20), 
and (4.21) vanish. In particular this last equation shows 
in this gauge 

(NGL) (4.29) 

(4.22) is then consistent with (4.29) only if the further 
restriction holds that 

(4.30) 

With (4.30) and the gauge choice (4.28), the right side 
of (4.22) becomes just a linear combination of n'iJ.n.). 
and n;lJ.n;>. with scalar coefficients. We can then'take 
the trace of (4.22), which yields 

c";"'-c,,,c"'-2e[1jJ "n "+(1-a)]-f,,"==0. 

(NGL) (4.31) 

This last expression is particularly important for the 
evaluation of (A I/2);,? 

The differential equation for A 1/Z is 

(lnA1/2);",n;" = i(4 - n;",'''). 

In the NGL (4.32) becomes 

(NGL) (4.33) 

If we differentiate (4.32) and take the NGL we obtain the 
differential equation for (lnA 1/Z );IJ.: 

(lnAI/Z)'iJ..",n;" == - (lnA 1/Z)."n;" ... - in._;".". (4.34) 
, • ",.."v. .,... 

We substitute n;";iJ. from (4.1), setting n = O. We find 
the last term from (4.6), setting n == 0 after the deriva­
tive is taken. This yields the differential equation in 
the NGL: 

(lnAl/Z) .. n;"'+a(lnA lIZ). +bp "(lnA1/2 ) • • ~,~ ,~~ ,a 

+ c" (lnA11 2);"n;" + c" (1 - a) + en;iJ. n;"'(lnAI/2 );" + a;1L 

+ in;" (f,," + 2e + 2m) == O. 

The solution to (4.35) is 

(lnA1/2);1J. ==ciJ. + I:n;" + 1T"n, 

(NGL) (4.35) 

(4.36) 

where I: satisfies the differential equation 

I:;"n;" +21: - i«> + ic",c" +if,," +e +m == 0, 

(NGL) (4.37) 
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and 1T1J. is undetermined by (4.35). If we differentiate 
(4. 3) and use (4. 12) and (4. 29) we find that in the chosen 
gauge 

(NGL) (4.38) 

so that m can be eliminated from (4,37). If we differ­
entiate (4.36) and require that the expression be sym­
metric, then 

(NGL) (4.39) 

where E is undetermined. However, n;" 1T IL = n;" 1:;" is 
determined by (4.37) and (4.38). Therefore, we can 
take the divergence of (4.36). 

(lnA1!2);,,;" =c,,;" - 2c"c" - 2e + 2«> - f" Ci + 21: (a - 1). 

(NGL) (4.40) 

We then use (4.31), (4.36), and (4.40) to find 

(NGL) (4.41) 

In terms of the parameters of Sec. III, (4.41) can be 
expressed as 

(A1!2);"z' "2 == (Uz - uj)(giht}1!2 {(hf - gf)/iJ "2 U"2[1jJ;Il,PI>z 

- i(gf +hm- m/rl}. 

(NGL) (4.42) 

V. GREEN'S FUNCTION AND DISCUSSION 

As shown in I the Green's function for the scalar 
wave equation can be written in the integral form 

1jJ(x, z) ==A1/2 /41T 0R(n(X, z» 

- (1/41T) J [A1!2(x',z)];,,':'" 0R(n(X',z» 1jJ(x,x') 

x -J - g' d4x' (5. 1) 

where OR indicates that only the retarded root of n == 0 
contributes, and where there is an implied sum over 
multiple null geodesics. It can be seen from (4.41) or 
(4.42) that the last term in (5, 1) vanishes in flat space­
time, so that in a curved space-time (5.1) represents 
an iterative expansion in powers of the Riemann tensor. 
However the scattering term in (5,1) is known exactly 
through (4,41), so one does not have to perform an ex­
pansion also on that term, as would be the case in a 
general space- time. 

It is somewhat instructive to examine (5. 1) in a weak­
field limit, in order to gain some feeling as to the ef­
fects of the scattered contributions, To first order in 
the mass m, g and h can be written as 

g= (u - Uj)/(U2 - u1) - X, 

h = (u - U1)/(U2 - u1) + X, 

where X is a function, linear in m, which satisfies 

(5,2) 

(5.3) 

(5.4) 

subject to the boundary conditions XI = X2 == O. In the 
integration of (5.4) we make use of approximate radial 
equation 

2 

(~:) ==1-(h2/r2)(1-2m/r):::>1-h2/r2, (5.5) 

where u is normalized such that Idr/du I -1 for large 

P.C. Peters 551 



                                                                                                                                    

r, and where the additional term that is ignored con­
tributes to X in order mZ, The minimum in r along 
the null geodesic joining u1 and uz, has the value Yo 
(=h) and occurs at u =uo' The relation between rand u 
is, from (5,5), 

Iu-uol =(r2_ r o2)1/Z. 

The solution of (5,4) is then 

X = m/(uz - u1) {(u - u1)(1/r -l/rz) 

+ 2(uo - u1)/rJ[h - r) - (u - u1) / (U2 - uj)(rj - Y2)]}. 

(507) 

From (5.2), (5.3), and (3.7) it can be seen that there 
is no contribution to .::,1/2 which is linear in m, so that 
.::,1/ 2 == 1. However if we evaluate gi separately we find 
that the assumption of small X breaks down if the null 
geodesic between Uj and U z passes sufficiently close to 
m. Specifically if Y1 »Yo and Yz »Yo, then gl becomes 

Noting that the deflection angle Q, to order m, is 
4m/ro, we can apply (5.8) only in a region for which 
fla« (l/r, + l/Yz)' This means simply that (5,8) cannot 
be applied to null geodesics which are deflected in 
passing m such that P 1 and Pz lie on a straight line 
through the origin. Moreover, in the computation of 
.::, II z, there will be corrections linear in m whenever 
the second term in (5.8) is of order (m/ro)1/2. This 
means that generally one must perform a calculation 
beyond the linear approximation to treat those null 
geodesics emanating from P j in a solid angle of order 
m/rl directed towards m. Thus the linear calculation 
does not treat focusing of the null geodesics or those 
which undergo large deflections or wrap-arounds. Al­
though the latter geodesics will be found at points other 
than the backward direction, their amplitude (1. e. , 
.::,1/2) will be insignificant in the linear approximation. 

In the linear approximation we can rewrite (4.36) in 
terms of X2 so that the resulting expression can be used 
in the Green's function (5.1): 

where xf is, from (5,7), 

(5.10) 

It is not obvious from (5 0 9) and (5.10) where the 
dominant region of scattering is located and what effect 
this scattering will have on the Green's function (5.1). 
Let us consider the case in which the scattering point 
r is situated such that y«r1 o Let p and z be polar co­
ordinates with axis the straight line from r 1 through 
the origin, with positive z being on the opposite side 
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of the origin from Yl0 Then (5.9) and (5.10) give the 
scattering 

(5 0 11) 

Note that for z = 0, (5.11) becomes - m/r3, which is of 
order the nonzero components of the Riemann tensor 
at r; For z < 0, Iz I» p, (5.,11) becomes approximately 
- m/(4r z2), which is again of order the components of 
the Riemann tensor, and which approaches 0 as 1 z 1 is 
increased towards rl' For z> 0, Iz 1 »p, (5,11) ap­
proaches - m(4z/pl + (1/4r) ZZ], which grows as z in­
creases. This growth continues until the assumption 
Iz 1 «r1 breaks down, In fact if Iz I» Yl» p, (509) and 
(5 0 10) imply that '::'1/\:/'" - - 4mYllp4z2, which decays 
to 0 for large z. 

The dominant effect of the scattering (5.11) is a de­
crease in the amplitude of the signal being propagated 
from r1 to r. Again with r« r1, the incident signal is 

(5.12) 

where a Fourier time transform has been taken, and 
terms of order m in the incident signal are ignored 
since the scattering is of order m. If we consider the 
wave 

,I,ll) ___ ~ [. ( )] 1 (r+ z) 
'I' exp zW rl + z - (~' 

41TYI r lY - Z I 

we find that 

+ (2iw/r)(2 - z/r) </J1l), 

so that 1l;'I), added to the first term of (5
0
1), accommo­

dates all of the scattering effects in the zero frequency 
limit, The correction, arising from the last term of 
(5014), is an effective scattering which is localized 
near the line p = 0, z > 0 0 Part of this scattering gen­
erates a further correction to </J with phase exp(iwz). 
The remainder generates a scattering which propagates 
radially outward from the line p = 0, z > 0, with a phase 
which indicates propagation to some point z on the line, 
and then propagation from that point to the observer's 
position. This scattered component is in agreement with 
that found for the scalar wave equation in a weak field 
approximation by a different technique,8 in which it was 
assumed that there was a spherical body of mass III at 
the origin, 

The application of (5.1) is not restricted to weak field 
calculations, of course, On the other hand, it appears 
that a simple analytic solution is not possible for the 
Green's function, since (5.1) indicates an iterative so­
lution, The use of (5 0 1) in, say, radiation problems 
would therefore indicate that numerical methods would 
have to be employed. The method derived in this paper 
does allow an exact calculation of the scattering term, 
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which otherwise would have to be found by a further ap­
proximation scheme. Moreover the results for geodesic 
deviation away from null geodesics has many possible 
applications aside from the Green's function calculation. 
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Determination of unitary, analytic representations of the 
conformal group in 2 + 1 dimensions using the operator 
formalism of the Gel'fand-Naimark Z basis 
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Operator formalism of the Gel'fand-Naimark Z basis is used to determine the unitary, analytic 
representations of the conformal group in two space dimensions and one time dimension [SO(3,2)]. For this 
purpose an operator Z, which is an operator valued function of the generators, is formed. Common 
eigenstates, labeled by d, s, and Z of three commuting operators Z, 11' 12 , are taken as the basis states of 
the representation space. Two series of the representations d = CT and d = -1/2 + id1 are obtained for S = O. 
An invariant scalar product is obtained in the space of homogenous functions feZ). 

I. INTRODUCTION 

The operator treatment of the Gel' fand-Naimark Z 
basis was first used for the groups 8L(2, c), SL(2,R), 
and 80(2,2).1,2 The formalism can be outlined as fol­
lows. 

Let A= (~ ~) be an element of the finite-dimensional 
representation of a noncompact group G, and U be any 
unitary representation of the same group. If an operator 
Z which is a function of the generators Jab of U can be 
found with the transformation law 

UZU-1 =Z' = (aZ + b)(cZ + d)"l, (1) 

then the eigenstates of the operator Z, which are labeled 
by the eigenvalue Z, can be considered as the basis 
states of the representation space. 

To obtain such an operator Z, let n be a matrix 
satisfying the equation 

unu-1 = A-InA, (2) 

and I/J be the diagonalizing matrix satisfying 

where w is a diagonal matrix and 

Let us define the operator Z as 

A transformation law for Z can be obtained using Eqs. 
(2) and (3). Indeed 

(3) 

(5) 

Since w commutes with U- t , the above equation becomes 

(6) 

but 

(7) 

or 

n(A UI/JU-l) = (A UI/JU-I)W. (8) 

This shows that AUI/JU-1 is equal to I/J up to a diagonal 

554 Journal of Mathematical Physics. Vol. 17. No.4. April 1976 

matrix A(A), i. e. , 

A UI/JU-l = I/JA(A) , UI/JU-l = A -1</JA(A), (9) 

or 

UI/Jt U-1 = (al/Jt + b</J2)A(A), UI/J2 U-t = (ci/J! + dI/J2)A(A). 

(10) 

So the transformation law for the operator Z becomes 

UZU- 1 = (aZ + b) (cZ +d)"l. (11) 

II. A REVIEW OF SO(3,2) 

In this paper SO(3, 2) will be treated as the conformal 
group in 2 + 1 dimensions. The conformal group in 
2 + 1 dimensions consists of Lorentz transformations 
J ii , SO(2, 1) subgroups, two space and one time trans­
lation pk, dilatation D, and special conformal trans­
formations C k (i, J, k = 0,1,3). Commutation relations 
of these generators are given as: 

[Jkl , pmJ=i(gkmpl_glmpk), [Jk1 , C"'J=i(gkmcl_glmck), 

(12) 

Here gOO = _ 1, gtt = g33 = 1 are the elements of the metric 
matrix and I?, l, In run through 0, 1, 3. 80(3, 2) has two 
Casimir operators, namely 

(13) 

where 

Wa == £abcde Jbc ~e, 

and Eabcde is the Levi-Civita symbol in five dimensions. 

III. CONSTRUCTION OF THE OPERATOR Z 

To construct the operator Z let us consider the 4 x 4 
real representation A of SO(3, 2) with infinitesimal 
generators rab and a unitary representation U with in­
finitesimal generators Jab' If the invariant operator n 
is defined as 

(14) 
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then it satisfies the condition 

unu-1 = A-I nA. 

Let us consider the generators I' AB of the 4 x 4 rep­
resentation of 0(5) in order to determine 'Yab; 

'YAB=(1/4i)['Ya,'Ybl, A,B=0,1,3,5,6, 

where 

Yl=I0U3, 'YO=P30u2, 'Y6=PI 0u2, 

Y5=P2@U2, 'Y3=-I@uI· 
(15) 

Here u 1, u2, u3, Pi> P2' P3 are the usual Pauli spin 
matrices, I is the 2x2 identity matrix, and ° means the 
direct product. 

Letting 'Yo--iyo, Y6--iY6' and indicating Pa0ub as 
Paub, one obtains the generators of the 4x4 representa­
tion of SO(3, 2) as 

Y56=- (i/2)pi, Y30=- (i/2)PP3' 1'10= - (i/2)P3Ul' 

Y31 = 1Iu2, Y60 = - (i/2)P2I • 1'50 = - (i/2)P I I, 

1'63=- (i/2)PIU3' Y61=- (i/2)P lul' 'Y53=1p2U3' 

(16) 

Using the metricgoo =g66=-I, gI1=g33=g55=+I, we 
find that 

n=2iYabJab 

= (D + U3K3 + u lK I + iUZJ2 

pO + U3P3 + Ulpl 

(17) 

where K3 = J 30 , Kl = J tO , and Jz = J 31 are the generators 
of the SO(2, 1) subgroup. Defining the quaternions 

(2 x 2 real symetric matrix), 

Z =Zo + U3Z
3 + ulZ t (2 x 2 real symetric matrix), 

C=CO+U3C3+UtCt (2x2 real symetric matrix), 

J=u3K3+UtKI_iuzJz (2X2 real traceless matrix), 

(18) 

the operator n can be written as 

n = (D +J
T 

C ). (19) 
P -D-J 

Here C represents the quaternion conjugate of the 

matrix C, and is defined as 

C = U2C
T U2 = CO - U3C

3 - utC I . (20) 

Now, let us diagonalize the matrix n by the matrix 
~I = (~P, i. e. , 

n(~t) =i (~t )w, (21) 

~2 ~2 

where </it, ~2 are 2 x 2 matrices with operator elements 
and W is a 4 x 4 diagonal matrix. Defining the operator 
Z, the quaternion conjugate of Z, as 

(22) 

and using Eq. (19), we obtain 

(
D +JT C) (Z~2) =i (Z</i2) (WI 0), 

P - D - J <iJ2 ~2 0 wt 

and 

(D + J T)ZqJ2 + C~2 =iZ~2W1> 

PZ~2- (D+J)~2=i~2wl· 

(23) 

(24) 

(25) 

Since n is an invariant operator, its eigenvalues can be 
written in terms of the eigenvalues d and 5 of two 
Casimir operators of 80(3,2). In fact we will determine 
two Casimir operators in terms of d and 5 in the fol­
lowing section. Here d is the eigenvalue of the dilatation 
operator D, and 5 (5 + 1) is the eigenvalue of the Casimir 
operator K t

2 +K32 - J 2
2 of the SO(2, 1) subgroup. 

Writing i~2W<jJ2t as the sum of a diagonal matrix - id 
and a traceless matrix - Q/, where ~V, invariant of the 
SO(2, 1) subgroup 3 is given as 

(26) 

[51. 52' 53 are the generators of the SO(2, 1) subgroup. J 
We obtain 

Z =P-1(D - id +J - n'), 

C = - ZPZ - 2idZ - ZQ' - n,Tz. 
(27) 

(28) 

The scalar part of PZ gives the dilatation generator D. 
In fact the scalar part of PZ =1 Tr(PZ) =D - id=-PiZ i , 

so 

(29) 

Therefore we obtained the generators C and D in terms 
of P, Z and n'. 

IV. DETERMINATION OF THE CASIMIR OPERATORS '1, '2 IN TERMS OF COMPLEX NUMBERSd ANDS 

The invariant operator n satisfies the following equations: 

Q2=_ II +3m +A, n4 =I~ - 9Q2 +A2 - 6iI IQ+ 2IIA + 3i[n,Al., 

where 

A =[,'58, Y301. J 56 J 30 + [Y5G' Yto1. J 56 J tO +[1'56' Y31]. J S6 J 31 + [YSO' 1'631. J oO J 63 + [Y30' Y611. J 30 J 61- [Y30, Y511. 
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XJ 30 J 51 -[YIO, Y53].J 10 J 53 + [Y31> YBoLJ31 J 60 -[Y3i> Y501.J3I J 50 +[Y60, Y53].J60 J 53 +[YGO, Y511. 

XJGoJ 5t + [YtO' Y631. J 10 J 53 + [Yso, Y611. J 60 J 61 - [YS3' YSll. J 63 J 5t - [YGI, Y531. J SI J 53' 
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and [Yab, YCd]+ shows the anticommutator of Yab and Ycd' Using 

Trn=TrA=O, Trn2 =_ 211, TrA 2=EI2 , Tr(Iln) = Tr(IIA)==Tr[n,A]+=O, 

we obtain 

(31) 

II=-ETrn2
, I 2 ==2Trn4 -4Ii-36II . (32) 

So, we should determine the diagonal form w of the operator n to determine 110 and 12 , Since the diagonal form 
of n' is given as 3 

n' (171) = i (S 0 ) , 
172 ° -S - 1 

the diagonal form of n can be written as 

. (-d+S 
lW= 

o 
In this paper we will consider the case S == 0. Hence 

(

-d 

iw= 0 

Using the fact that Casimir operators II and 12 should be real numbers for unitary representations, we obtain the 
following conditions for S = 0: 

(33) 

(34) 

(35) 

(a)d=a, (b)d=-E+idl , where a andd l are real numbers. (36) 

V. CONSTRUCTION OF THE REPRESENTATION SPACE I where all O"s, i3's, y's, and {) are real infinitesimal 

Let us define the common eigenstates of three com­
muting operators II, 12 , and Z, as the ket Id,Z). 

Under a unitary representation U, the ket transforms 
as 

parameters. Since Z and P are canonically conjugate 
operators, we can take 

P
o . a 
==.-1--' azo 

P t . a 
==.-1--, 

aZ l 

3 . a 
P==-l-' 

aZ3 
(42) 

U I d, Z) == 11 (Z, A) I d, Z '), (37) Hence, 

where 11 (Z, A) is a multiplier to be determined and Z' 
= (AZ + B)(CZ + D)-t. Let us first determine the in­
finitesimal generators Co, C l , C 3, J IO ' J 31 , J 30 in terms 
of canonically conjugate operators ZO, ZI, Z3 and 
pO, pI, p3. Equation (28) can be written as 

C=-ZPZ-2idZ, 

for S == 0. Using the quaternion forms of P, and Z, 
operators Co, C l , C3 can be obtained as follows: 

CO = 2Zo(Z kPk) - pO(Z kZk) - 2idZo, 

C l ==2Zt(ZkPk) - pt(Z~k) _ 2idZ t , 

C 3 = 2Z3(Z~k) - p3(Z~k) _ 2idZ3 (k =0,1,3). 

Besides, 

J IO =ZtP O- Z OP l =_ ZIPo -ZoP1, 

J 31 =Z3P l -ZIP3=Z3pl_Z1P3, 

J 30 = Z 3PO - Z oP 3 = - Z 3P O - Z oP3. 

(38) 

(39) 

(40) 

Here the metric matrix with elements goo = - 1, gll =g33 
= 1 is used for lowering and raising the indices. The 
unitary representation U of 80(3,2) can be written in 
infinitesimal form as 

U inf = 1 + i(O!opo + O! lpt + 0I3P3 + f3oC
o 

+ f3 1C
l + f33C3 +Yl J tO Y2 J 3j iY3J30 + 6D), (41) 
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where 

AO = 0'0 - f3o(Z~ +Z~ +zD + 2Z oZ af33 

+ 2Z jZ of3 t - YtZt- YSZ3 - OZo, 

Aj = Oil + f3j (zi - z~ +Z~) - 2Z0Z j{3o 

+2Z3Zt{33-Z0Yl +Z3Y2- 6Z t, 

A3=0I3 + i33(Z~ - zi +Z~) + 2ZjZ3f31 

-2ZoZSf30-Y2Z1-Y3Z0-6Zs' 

Ignoring the second-order infinitesimal parameters, 
Uinf can be written as 

Hence the transformation law for the covariant basis 

Y. GUier 
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Id,Z) is 

U lnf Id,Zo,Z I,Z3) (46) 

where 

Z 6 = Z 0 + xo, Z f = Z I + XI' Z ~ = Z 3 + Xs. 

Now let us consider the infinitesimal form of the 4 x 4 
real representation A-I, of SO(3, 2), i. e., 

Ai!! = 1- iCiOPO - iCitP I
- iCi3P3 - #loCo 

(47) 

where 

pO=~(J05 + J 06 ), pl=~(Jt5 +JI6 ), 

Jab (a, b = 0,1,3,5,6) are given in Eq. (16). Hence Ai!! 
is found in 2 x 2 form as 

Bin!) , 

D lnf 

(49) 

where 

Alnf = I - t[ ')110"1 + ')I2i0"2 + ')130"3 + iiI], 

Bin! = CioI + Ci [0"1 + Ci 30"3, C Inf = {301 - {310"1 - (3S0"3' 

Din! =1 + [t ')110" 1+ ')I2iO"2 + ')IS0"3 + iiI], (50) 

satisfying 

(51) 

Using these equations and doing necessary calculations, 
the multiplier in Eq. (46) turns out to be det(ClnfZ 
+D lnf). Hence the transformation law is 

(52) 

where 

Z'=(AZ+B) (CZ+D)-I. (53) 

USing the transformation law for the covariant kets we 
can determine the transformation law for the function 
f(Z). Indeed, 

(54) 

where 

IdZ I = . [l (RedZi) (ImdZi). 
1=0,1.3 

Hence 

(55) 

Considering Eqs. (44) and noting 
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where 

A=(D' -B') 

-C' A' 

such that 

B)(D' -B') =(1 0), 
D - C' A' 0 I 

Eq. (55) becomes 

UIF)=J f(D'Z'-B')(-C'Z'+A)"1 

x[detl(-C'Z'+A,)]d-Sjz') idZ'i. 

(56) 

(57) 

(58) 

Hence the transformation law for the operator valued 
functions f (Z) turns out to be 

f'(Z) = [det(- C'Z +A ,»)d-6 f(D'Z - B') (- c'z +A'). 

(59) 

If the kets transform with A matrices instead of A-I 
matrices, then the transformation law for f(Z) becomes, 

!'(Z)=[det(CZ+D»)d-6f(AZ+B) (CZ+D)-I. (60) 

This transformation shows that d must be an integer for 
analytic representations. 

The homogeneous functions of degree n (n real) have 
the same transformation law as the functionf(Z). In­
deed, consider the homogeneous functions M(iJ!I, iJ!2) of 
two operators iJ!1 and iJ!2. Under the group SL(2,R), iJ!1 
and 1/>2 transform like 

(61) 

where 2X2 real matrices L are the elements of SL(2,R). 
Choosing M(iJ!I, iJ!2) to be 

M(l/>tIPI' iJ!21P2' iJ!11P2' iJ!2IPt), (62) 

we satisfy the condition 

(63) 

Since M(iJ!I, iJ!2) is a homogeneous function of degree n it 
fulfills the condition 

M(X
2
iJ!IIPI' X2iJ!21P2' XI iJ!1 1P2 , X2

iJ!2IPt) 

=X
2
"M(iJ!tIPI' iJ!2iP2' iJ!liP2' iJ!2IPI), 

where n is a real number. Letting 

X 2 = (detiJ!2)-t = iJ!"211P"21 

and noting Z = zfiliJ!"21, we obtain 

(64) 

(65) 

M(I/>IiJ!I' zfi21/>2' ~)1iJ!2' iJ!21/>1) = (detiJ!2)"M(Zo, ZI' Z3). (66) 

By using the transformation law for iJ!2' the trans­
formation law for M(Zo, ZI' Z3) is obtained as 

M'(Zo, ZI, Zs)=[det(- C'Z +A'»)" M(Z6, Z(, Zs). 

(67) 

Hence the functions f (Z) and M(Z) have the same trans­
formation law provided d is a real number. 
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Now we can define the norm (and the scalar product), 
in the space of homogeneous functions f (Z), as 4 

IIF//2=cj If(Z)12 (detlmZ)d-3 IdZI, 

where ImZ = (1/2i)(Z - Z'). 

(68) 

The transformation law for the operator det ImZ can 
be obtained by using the transformation law for the 
operator Z. Indeed, 

det ImZ'= det(CZ +Dt det(CZ +D) det ImZ. (69) 

Using the transformation laws 

f'(Z) = [det(CZ +D)]d-6 f(Z'), 

IdZ I = [det(CZ +D»(CZ +D)P IdZ'I, 

the invariance of the norm can easily be shown. Besides, 
the norm is positive definite if the operator det ImZ is 
positive definite. Using Eq. (27) we obtain 

beSides, 

[p-I, D]=_ip-l, 

[p-l, J] = 2ip-t. 

Hence the imaginary part of Z turns out to be 

ImZ = ~(l - p)p-I, 

(70) 

(71) 

(72) 

(73) 

where p = d + d*. Since P is Hermitian for unitary rep­
resentations, ImZ is also Hermitian. Therefore, the 
space of all measurable homogeneous functions f (Z) 
satisfying the condition 

d-3 

f If(Z) 12(det ImZ) IdZ 1< 0() 

det ImZ> 0 
(74) 
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forms the representation space for the unitary analytic 
representations of the conformal group in 2 + 1 dimen­
sions, for d an integer. 

VI. CONCLUSION 

We determined the unitary, analytic representations 
of SO(3, 2) for s = 0 USing an algebraic method developed 
by F. Giirsey. We study SO(3, 2) only to apply the method 
to SO(3, 2) as an extension of the previous works. 1-3 

Since SO(3, 2) is a noncompact semisimple Lie group it 
has a principal and supplementary series of representa­
tions. In this paper we obtained that for s = 0, principal 
series is labeled by a real number (J and supplementary 
series is labeled by a complex number d = - ~ + id1• 

These results are in agreement with the previous works 
on SO(3, 2). 5.6 The unitary representations of SO(3, 2) 
for s*-O will be studied later. 
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Pade approximant bounds for the difference of two series 
of Stieltjes 
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Over the complex plane cut along the negative real axis let f(z) be an analytic function of the form 
f(z) = fO'd4>(u)!(l+ uz). where 4>(u) is of bounded variation on O~ u< 00. Suppose that the first (N+l) 
moments defined by fn = fO'u nd4>(u). n = O.I •...• N. exist and are known. Suppose further that d4>(u) 
undergoes at most p sign changes. where 0 ~ p ~ N. as u goes from zero to infinity. the locations of an 
associated set of points u = Ut. 1= 1.2 •...• p. being known. Then. by means of a simple modification to the 
customary Pade approximant method. best possible upper and lower bounds can be imposed on f( x) for all 
0< x < 00 • Similarly. for given z in the cut complex plane. a best possible inclusion region can be imposed 
upon f(z). Finally it is shown that a best possible inclusion region can be imposed upon f(z) when the 
constraint that the set of points u = u,. 1= 1.2 •...• p. is known is either relaxed or disposed of altogether. 

1. INTRODUCTION 

Over the complex plane cut along the negative real 
axis, hereafter referred to as the cut complex plane, 
let fCl:) be an analytic function of the form 

f(z)={O d¢(u)/(1+uz), (1.1) 
o 

where ¢(u) is of bounded variation on 0,,; u < 00. Suppose 
that the first (N + 1) moments 

fn=1o"" und¢(u), n=0,1, ... ,N, (1.2) 

exist and are known. That is, we know that as z ap­
proaches zero through points in the cut complex plane 
fCl:) behaves like 

f (z) - fv - f lZ + .06 + (- 1)N fNZN 

+ 
terms of higher order with unknown 
or divergent coefficients. (1. 3) 

We suppose further that d¢(u) is known to undergo at 
most p changes of sign, where 0,,; p ";N, as u pro­
gresses from zero to infinity, the locations of an as­
sociated set of points u =u/, 1 = 1,2, ... ,p, being known. 
By this we mean the assumption that we know a set of 
points 

0+ ,,; Ut < Uz < ... < up < 00 

such that 

¢(u) is monotone nondecreasing (nonincreasing) 

on 0 ~u <u! 

¢(u) is monotone nonincreasing (nondecreasing) 

on ul <u <U2 

¢(u) is monotone nonincreasing (nondecreasing) 

on up <u < 00 (p odd) 

(1. 4) 

¢(u) is monotone nondecreasing (nonincreasing) 

on up <u < 00 (p even). 
(1. 5) 

We do not assume that we know which of the two pos­
sibilities, either "nondecreasing" or "nonincreasing," 
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pertains to a given interval: We assume only that there 
is an interchange between the possibilities as u goes 
from one interval to the next. The case Ul = 0+ refers 
to the eventuality that ¢(u) has a "jump" in one direction 
at u = 0 and then proceeds off in the opposite direction 
for u> O. 

Gi ven the above information about f (z), we ask! what 
are the best possible upper and lower bounds which can 
be imposed onf(x) for all O<x<oo. The requisite bounds 
are obtained in Sec. 2 by means of a simple modification 
to the customary Pade approximant method for imposing 
bounds on functions which are representable by series 
of Stieltj es. 2 In Sec. 3 the bounds obtained in Sec. 2 are 
shown to be best possible on the basis of the given in­
formation. Further, it is shown how a best possible in­
clusion region can be imposed on f (z) for given z lying 
anywhere in the cut complex plane. 

In Sec. 4 we describe briefly how best possible bounds 
on f (x) for all 0 < x < 00 [more generally, a best possible 
inclusion region for f (z)] can be imposed when the con­
straint that the locations of the points u = u /, l = 1 , 2, ... , 
p, be known is relaxed or disposed of altogether. The 
feasibility of the procedure is demonstrated with a 
simple example. 

The motivation and justification for the present paper 
is this: Functions of the form (1. 1) occur frequently in 
problems in theoretical physics, and a means for im­
posing best possible bounds on such functions, on the 
basis of as little as possible given information, is much 
needed. This is borne out by the numerous powerful ap­
plications of such bounds which have been effected in the 
case where d¢(u) is known to have no sign changes in 
0,,; u < 00. 3-5 

2. COMPLEMENTARY BOUNDS FOR f(x), o<x<oo 

We consider the effect of the following sequence of 
successive transformations on f (z): Let 

fo(z) = f(z), (2.1) 

and define 
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k=I,2, ... ,p. (2.2) 

We have at the first step 

fl{z) = (l/z)[ (1 +UlZ) 1'" d¢{u)/{1 +uz) - r d¢{u)]. 
o 0 

(2.3) 

Now since d¢(u) is of bounded variation on 0 -"'u < co, 
that is 

1'" Id¢(u) I < co, 
o 

(2.4) 

it follows that for any z in the cut complex plane both of 
the integrals in (2.3) are absolutely convergent. Hence 
we may combine the two integrals, yielding 

fl(z)= 10'" d¢l{u)/(1 +uz), (2.5) 

where 

(2.6) 

We now establish the following: ¢I (u) in (2.5) is such that 
(i) it is of bounded variation in ° ~u < co, (ii) d¢l(u) un­
dergoes at most (p - 1) sign changes as u progresses 
from zero to infinity, the locations of these sign changes 
being associated with the points u =u/, l = 2, 3, ... ,p, 
and (iii) the first N moments 

exist and can be determined. 

To establish (i), we simply observe that 

J'" Id¢l(u) I = 1'" lUI - u Ild¢(u) I o 0 

~ u1i'" Id¢(u) I + [' u Id¢(u) I o 0 

(2.7) 

=UI r Id¢(u) I + I r ud¢(u) - J:P ud¢(u) I o 0 0 

~ ul r Id¢(u) I + If II + 2up.r Id¢(u) I < co. o 0 

(2.8) 

The assertion (ii) is immediate from 

d¢l(u)=(ul-u)d¢(u), (2.9) 

together with the original assumption (1. 5) on ¢(u). 
Finally, we have 

(1) 1'" j () fj =0 U d¢l u =ut!j-fi+1, 

j=0,1, ... ,N-1, 

which establishes (iii). 

(2.10) 

The following theorem now follows at once by induc­
tion through the sequence of transformations (2. 2). 

Theorem 1: We can write 

!?=1,2, ... ,p, 

where 

¢k(U) =.r (Uk - U)(Uk_1 - u) "0" (ul - u) d¢(u), 
o 

(2.11) 

(2.12) 

and ¢k(U) is such that (i) it is of bounded variation on 
O~u<co, (ii) d¢k(U) undergoes at most (p-!?) sign 
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changes as u progresses from zero to infinity, the 
locations of these sign changes being associated with the 
pointsu=u/, l=(k+l), ... ,p, and(iiil the first (N+1) 
- k moments 

k 

f (k) 1 jdA. () Y' f (k) 
j == U '+'k U == f-I i+i ai , o ,~O 

j=0,1, ... ,N-k, 

(2.13) 

exist and can be determined. In (2.13) we have al k
) 

which is the coefficient of u i occurring in the polynomial 
(Uk-U)(Uk_I-U) .,' (ul-u). 

In particular, fp(z) is either a series of Stieltjes or 
the negative of a series of Stieltjes. 2 That is, 

fp(z) = r d¢p(u)/(1 +uz), o 
where ¢p(u) is a bounded function on ° ~ u < co, either 
monotone nondecreasing or monotone nonincreasing over 
this interval. Here we allow the possibility that ¢p(u) 
attains only finitely many different values on ° ~ u < co. 
When we wish to underline a case where 

¢p{u) attains infinitely many different values 
on ° -"'u < co, 

we will say fp(z) is a strict series of Stieltjes. 

(2.14) 

Let us now restrict attention to the case z =x '> O. Then 
the set of moments (2.13) with k = P constitutes exactly 
enough information aboutfp(x) for the construction of the 
complementary pair of Pade approximants, 6 

fp(x) = [Int{(N - p)/2}/lnt [(N - P + 1)/2}]fp(X) (2. 15) 

and , 
-c. ) [lnt{(N-p-1)/2}/lnt{(N-p)/2}]fp(x) 
fp(x)= j 

to if N =p. 
(2.16) 

Here we use the notation 

Int{r} = integer part of the nonnegative real number r, 

(2.17) 

and we write [m/nlh(x) to denote the [n,ml Pade approxi­
mant to the function hex). The pair of approximants 
1p(x) and fpC(x) impose complementary upper and lower 
boundS onfp(x) for all x> 02.6; that is, either 

(2.18) 

or else 

fp(x) ~ fp(x) ~ hex) for all 0< x < "". (20 19) 

Furthermore, the pair of bounds obtained in this way are 
the best possible upper and lower bounds which can be 
imposed upon fp(x) for all 0< x < 00, on the basis of the 
momentsf~P),f~P), '" ,f)!':/>. We note that the existence 
of the two approximants (2.15) and (2.16) is assured. 2,7 

The inverse of the sequence of transformations (2.2) 
is, forz=x>O, 

k=p, p-l, ... ,I, 

f (x) = fo(x). 
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Let us write J~C) (x) to denote the pair of approximants 
jp(x) andj~(x). Then on replacingfp(x) by fp(C) (x) in the 
first step in the sequence of inverse transformations 
(2.20), we obtain a sequence of pairs of approximants 
fprt:.; (x), J!:~(x), ••. , flC)(x), and.foC)(x) =j<C)(x), corre­
sponding respectively to the functions fp-l (x), fp_2(X), ••• , 
f\(x), andfo(x)=f(x). These approximants are given by 

..n.~l(x) = [x ]!C)(x) + !ok-OV(l +U~), 

k==p, p-1, •.. ,1, (2.22) 

(2.23) 

Now, since the pair of approximantsf;C)(x) impose com­
plementary upper and lower bounds onfp(x) for all 
0< x < 00, it follows by comparison of (2.22) with (2.20) 
when k ==p that the pair of approximants jpC:/(x) impose 
complementary upper and lower bounds on fp-\ (x) for all 
0< x < 00. Hence, proceeding inductively through the 
cases k ==p - 1, P - 2, ... ,1 we deduce that the pair of 
approximants j<C)(x) impose complementary upper and 
lower bounds on f(x) for all 0 < x < 00. That is, we must 
have either 

(2.24) 

or else 

(2.25) 

Let us examine these two approximants f(x) and p(x). 
Firstly, there is no doubt concerning their existence: 
No snags can occur in the constructive procedure given 
above, wherein we start WithJ;(x) andJpC(x), both of 
which are guaranteed to exist. Secondly, let us write 

jp(x) == A (x)/B(x) (2.26) 

and 

jp"(x) = A C(x)/BC(x), (2.27) 

where 

B(O) ==BC(O) == 1. (2.28) 

Where A (x) is a polynomial of degree at most 
Int{(N - p)/2}, B(x) is a polynomial of degree at most 
Int{(N - p + 1)/2}, A C(x) is a polynomial of degree at most 
Int{(N-p-1)/2} (}H.p) or else identically zero (N==P), 
and BC(x) is a polynomial of degree at most Int{(N - P)/2}. 
Then it follows from (2.22) that 

j(x) ==D(x)/(l +u\x)(l +u2X)'" (1 +upX)B(x) (2.29) 

and 

fC(x) ==DC(x)/(l +u\x)(l +u2X) ••• (1 + upX)BC(x) , (2.30) 

where D(x) is a polynomial of degree at most Int{(N + P)/ 
2} and DC(x) is a polynomial of degree at most Int{(N + P 
- 1)/2}. Thirdly, we observe that from (2.20) and (2.22) 
we have 

fk-l(x) - k~)(x) =X[fk(X) - RC)(x)V(l +u~) 

561 

==xP-k+\ [jp(x) - j~C)(x)]/(l +U~) 

x (1 +Uk+IX) ••• (1 +upX), 

k=P, p-l, ... ,1. 
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(2.31) 

Now, by the very definition of the pair of Pade approxi­
mants j;c)(x), we have2 

fp(x)-h(x)-O(xN-P+\) asx-O+, (2.32) 

and 

(2.33) 

Substituting the latter two relations into (2.31) when 
k=l, we derive 

(2.34) 

and 

(2.35) 

The above three observations taken together yield a 
succ2nct characterization for the two approximants f (x) 
andj"(x). The requirements (2.28) and (2.34) are suf­
ficient on their own to define uniquely the polynomials 
B(x) and D(x) in (2.29). The existence of the polynomials 
is assured. Similarly, the requirements (2.28) and 
(2.33) are sufficient on their own to define uniquely the 
two polynomials BC(x) and DC(x) in (2.30). Hence the ap­
proximants j(x) and p(x) are determined in a similar 
way to Pade approximants: The unknown coefficients in 
the polynomials B(x), D(x), BC(x) , and DC(x) are fixed 
by the equations 

and 

B(x)(1 + u\x)(1 + u2X) 000 (1 + upX )j(x) - D (x) - 0 (xN +\) 

as x- 0+, (2.36) 

B C(x)(l +u\x)(1 + U2X) ••• (1 + upX)f(x) - DC(x) - O(xN ). 

(2.37) 

Once obtained, the approximants impose complementary 
upper and lower bounds onf(x) for all D < x < 00; that is, 
we have either (2.24) or (2.25). It can be shown that 
j(x) imposes an upper or lower bound according as 
fo<P) (- I)N-P i~ negative or positive, respectively, and 
we note thatj"(x) is precisely the "f(x)" which one 
would construct if N was replaced by N - 1. However, 
in practice, one needs only to construct the approximants 
and then see which one is the larger at some chosen 
point Xo 'C> D. In the next section we prove, among other 
things, that the bounds imposed by the pair jCC)(x) are 
best possible on the basis of the given information. 

3. BEST POSSIBLE BOUNDS AND INCLUSION REGIONS 

In order to establish that the bounds obtained in Sec. 
2 are best possible, and in order to secure a best pos­
sible inclusion region for f(z) at given z in the cut com­
plex plane, we need the following results. 

For any!? E: {D, 1, ... , p}, let <Pk(u) be a cumulative 
distribution function which has the same properties as 
¢k(U) in Sec. 2 [¢o(u) == ¢(u)]; that is, <Pk(u) is such that 
(i) it is of bounded variation on 0 ~ u < 00, (ii) d<Pk(u) un­
dergoes at most p - k sign changes as u progresses from 
zero to infinity, the locations of these sign changes being 
associated with the points u =U/, 1 = (k + 1), (k + 2), ... , 
p, and (iii) the first (N + 1) - k moments are 

r"" u i d<Pk(u) == fJ!k) ( [' idA-. ( » Jo = 0 U '+-'k U , 

j==O,l, ... ,N-k. (3.1) 
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We note that from (2.12) ¢k(U) has the property 

d¢k(U S ) for s = 1,2, ... , !C. 

Correspondingly, we here impose the stipulation 

(iv) d<Pk(u) = 0 for U Ell U 12 U "0 U Ik, 

(3.2) 

(3.3) 

where II is some small open interval such that UI Ell, 
l=I,2, ... ,p. 

Theorem II: Let any <Pk+1 (u) be given for some 
k E {O, 1, ... , (p - I)}, and set 

F k+1(Z) = { d<Pk+1(u)/(1 +uz). 

Then there exists some <Pk(u) such that the function 

(3.4) 

F k(Z) = r d<Pk(u)/(1 + uz) (3.5) 
o 

has the property 

Fk(z) = Lrok) +ZFk+1 (zJ1/(1 +Uk+!Z). (3.6) 

This theorem is essentially the converse of Theorem 1. 

Proof: We set 

<Pk(u) = r d<Pk+1 (U)/(Uk+1 - u) + [j~k) - r d<Pk+! (u)/(Uk+1 - u) J 
o 0 

x.r: 6(uk+l - u) du o 
(3.7) 

and demonstrate that this function has properties (i), 
(ii), (iii), and (iv), above, starting from the assumption 
that <Pk+! (u) has these same properties when le is replaced 
by le + 1. In (3.7) 6(lJ) denotes the delta function of 
variable lJ. 

Since <Pk+l (u) is of bounded variation on 0,,: U < co, and 
since d<Pk+! (u) = 0 for all U E I k+1, it follows that the 
function 

(3.8) 

is also of bounded variation on 0": U < co. In particular, 
the total variation in the second quantity on the right­
hand side of (3.7) is 

(3.9) 
I 

and this is necessarily finite. Hence <Pk(u) is of bounded 
variation on O":u < co, which demonstrates (i). For all 
U* Uk we have 

(3.10) 

Recalling the sign change property of d<Pk+!(u), it now 
follows that <Pk(u) has property (ii). Further, since 

(3.11) 

it follows a fortiori via (3. 10) that <Pk(u) has property 
(iv). Finally, we have 

[ uid<Pk(u) = J ~ ui d<Pk+1 (U)/(Uk+1 - u) 
o 0 

-[r d<Pk+! (u)/(uk+! - u) - f ~k)]U~+! 
o 

(k) i 1~ [( i i)/( J ( = fo uk+! - 0 uk+! - U Uk+1 - u) d<Pk+! u) 

(3.12) 

so that (3.1) is true whenj =0. For j = 1, 2, ... ,N -1<, 
we can write (3.12) as 

J ~ u l d<Pk(u) = fo (k)uk+1 - r (uk:l + uk~iu + 000 + ul -!)d<Pk+1 (u) 
o 0 

= folk) uk+! - (uk~lf~k+!) +Uk:U?+!)+ ••• + f )~il» 

(3.13) 

where we have made use of (2.13) in the last simplifying 
step. Hence <Pk(u) has property (iii). This completes the 
proof of Theorem II. 

Now let any <pp(z) be given, and define 

Fp(z)=f~d<pp(u)/(I+uz). (3.14) 
o \ 

Then it follows by induction through the cases" =p - 1, 
p- 2, ... ,0 in Theorem II, that there exists a <po(u) 
such that the function 

F(z)=Fo(z)=[ d<Po(u)/(1 +uz) 
o 

is related to F p(z) via the expression. 

(3.15) 

r 

fo +z foW +z fo(2) +z r'" + .,. +z rt"+ZF'~)J] o (1 +upZ) 

(1 +u4Z) 

F(z)= 

(3.16) 
(1 +u3z) 

(1 +uzZ) 

(1 +u!z) 

Let us write the relationship between F p(z) and F(z) ex­
pressed in (3.16) as 

(3.17) 

Then we observe that 

(3.18) 

and 

(3.19) 
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las can be seen from the inverse transformations (2.20) 
and (2.22). For any z in the cut complex plane, and any 
complex number g(z), it is easy to see that the complex 
number T(g(z» is uniquely defined. 

We now observe that the function F(z) has all of the 
properties which were originally ascribed tor (z) in Sec. 
1. Hence, given any Fp(z), the resulting F(z) given by 
(3.17) is indistinguishable from f(z) on the basis of the 
given information. For given z in the cut complex plane 
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let] p(z) denote the set of values F p(z) obtained as cI> p(u) 
ranges through aU possibilities, the open / 1,12'" . ,,b 
being allowed to become arbitrarily small; and let] p(z) 
denote the closure of] p(z ). Then since the value of F(z) 
is continuously related to the value of F p(z), we have that 
f(z) m~ lie arbitrarily close to T(g(z»for any given 
g(z) E ] p(z), on the basis of the given information. 

N ext, we make use of the following theorem. 

Theorem III: fp(z) E ] p(z) for given Z in the cut complex 
plane. 

Proof: Let any fp(z) and E > ° be given. Then 

fp(Z) = r dcpp(u)/(1+uz), (3.20) 
o 

where cpp(u) has the properties (i), (ii), and (iii), given 
above for cl>p(u), and satisfies (3.2) with k =p. Let J 1 

denote a small open interval such that u, E J I for 1 
= 1,2, ... ,p, and such that cpp(u) does not have a jump 
associated with the end paints of any of the intervals. 
Define a distribution function cl>p(u) on 0"" U < 00 by 

has infinitely many different values on J" each l, we 
have 

where 

"" (" d~p(u) ~ (~-\ ll~ ) 
fp(z) = }o (1 +uz) + f;1 {;11 (1 +E!,z) , (3.29) 

the ll~'S and E~'s having the properties given below 
(3. 24) and where 

fp(z)-fp(Z) =0 (ZN-P+I). (3.30) 

But (3.29) can be rewritten 

fp(z)=f d~p(u)/(l+uz), 
where 

(3.31) 

(3.32) 
(3.21) '" 

In particular, cl>p(u) clearly has properties (i), (ii), and 
(iii). Moreover, since none of the points E~ coincide 
with any of the points u I, l_= 1 , 2, ... ,p, it jollows that 

(3. 22) there exist open intervals II such that u 1 E I, 1 = 1,2, ... , 
p, and such that 

where 

f;(z) = J dcpp(u)/(1 +uz). 
JI 

(3.23) 

If cpp(u) attains only finitely many different values on J 1 , 

thenf~(z) can be expressed in the form 

(3.24) 

where M/ is a finite integer, v~ > 0, E~ E J/, and E~ *u/ 
for m = 1, 2, ... , MI' The latter statement is true be­
cause of (3.2) with k =p. 

If cpp(u) attains infinitely many different values on J/, 
then f !(z) is a strict series of Stieltjes with finite radius 
of convergence. But then, from the theory of Pade ap­
proximants to such functions 2 we know that we can find 
an integer Q/ such that for all n > Q, we have 

(3; 25) 

Because the poles of [n - lin ]ft<z) are all located in J/, 
and because of the strict interlacing property of the pole 
locations of successive approximants, 2 we can in parti­
cular choose n =M/ > Q/ such that none of the poles of 
[M I -1/M/lr,t<z) coincide with the pointz =-l/u,. We can 
also insist that Q/ be large enough so that 

(3.26) 

Hence we can write 

M) v!" 
[M,-1/M,]=~ (l+E~z)' (3.27) 

where the v~'s and E~'s have precisely the properties 
given below (3.24) and where we have again invoked the 
theory of Pade approximants for series of Stieltjes. 

It now follows that, regardless of whether or not cpp(u) 
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d~p(u) =0, U Ell U 12 U 0 •• U Ip. (3.33) 

Hence ~p(u) has property (iv). Hence!p(z)E]p(z). Hence, 
since E > ° can be mil-de arbitrarily small in (3.28), it 
follows that fp(z) E ] p(z), which completes the proof. 

By putting together the above theorem, the italicized 
remark immediately preceding it, and (3.18), it follows 
that the best possible inclusion region which can be im­
posed uponf(z) on the basis of t~ given information is 
precisely the image under T of ] p(z), for any given Z in 
the cut complex plane. 

N ow let A(z) denote the set of values fp(z) ob~ined as 
</>p(u) ranges through all possibilities, and let !p(z) de­
note its closure, for given z in the cut complex plane. 

Corollary to Theorem III: /p(z)= ]p(z), for given z in 
the cut complex plane. 

PrOOf: Given any F p(z) E ] p(z ), we have at once that 
Fp(z) EO: /~(z) since an~ cl>p(u) i~ a possible </>p(u). Hence 
] p(z) c / p(zl, and so J p(z) c /J,(z 1. But by Theorem III, 
anlfp(z) E A(z) ~lso bel~ngs to ]p(z). Hence /p(z) 
C ]p(z), and so /p(z) c ],(z), which completes the proof. 

We now have that the best possible inclusion region 
which can be imposed uponf(z) on the basis of .the given 
information is precisely the image under T of !p(z), for 
given z in the cut complex plane. 

But if we now allow 

d</>,(u.) * 0, s=1,2, ... ,p, (3.34) 

which clearly" makes no difference to the set h(z), then 
we see that !,(z) is precisely the lens-shaped inclusion 
region, described by Baker, 5.7 which corresponds to the 
information that f (z) is a series of Stieltjes (or else the 
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negative of one) which behaves like 

fp(z)- f~Pl-zlf) + ••• +(_1)N-PZN-Pf~~~ 

+ 
terms of higher order with unknown 
or divergent coefficients (3.35) 

as z approaches zero through points in the cut complex 
plane. Hence A(z) can in principle be determined exact­
ly. A corresponding best possible inclusion region for 
f (z) can then be obtained by applying T to A(z). The 
resulting inclusion region has a lens-shaped character. 

In particular, it follows from the work of Baker7 that 
for O<x<oo, lp(x) contains the pOintsjp(C) (x). Hence, 
using (3.19), it follows that the bounds of Sec. 2 are 
best possible on the basis of the given information. 

4. BEST POSSIBLE BOUNDS WHEN THE POINTS 
{ud i= 1 ARE UNKNOWN 

Here we describe how best possible bounds onf(x) 
[or an inclusion region for f(z)] may be imposed when 
f(z) is given as in Sec. 1, but the locations of a set of 
points {UZ}tl associated with the at most p sign changes 
of d¢(u) are unknown. Having described the method in 
principle, we demonstrate its feasibility with a simple 
example. 

Whatever the locations of the associated points {UJf=l 
are, we may assume that 

(4.1) 

If we noW follow the sequence of transformations in Sec. 
2, with the slightly weaker assumption (4.1) replacing 
(1.4), we still find that the resulting fp(z) must be either 
a series of Stieltjes or the negative of one. Let 

f~) lPl m+l f (P) 
m+n 

/;,Pl m+l lPl m+2 

D(Pl(m,n)= (4.2) 

f.(P) 
m+n f:t;n+l 

for m,n =0,1,2,000. Thenfp(z) is indistinguisable from 
a series of Stieltjes on the basis of the given information 
if and only if2 

D(Pl(m,n) ~ 0 for all (m,n) ES, (4.3) 

where S is the set of all pairs (m,n) such that the corre­
sponding determinantD(Pl(m,n) only involves moments 
taken from the set {r}Pl}f=-t. If we now substitute for the 
I'/)'s from (2.13) into (4.3), we obtain a set of necessary 
and sufficient conditions to be satisfied by {UJf=l if fp(z) 
is to be indistinguishable from a series of Stieltjes on 
the basis of the given information. Similarly, fp(z) is 
indistinguishable from the negative of a series of 
Stieltjes on the basis of the given information if and only 
if 

(_1)n+ln(Pl(m,n) ~ 0 for all (m,n) ES. (4.4) 

Let u+ denote the set of choices for {UJf=l such that 
(4.1) and (4.3) are satisfied, and let U- denote the set of 
choices for {uz}f=l such that (4.1) and (4.4) are satisfied. 
Assume for the sake of brevity that N - P is odd. Then 
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iffp(z) is to be a series of Stieltjes, it fOllows from the 
above and from the theory of Secs. 2 and 3, that the best 
possible bounds which can be imposed onf(x) for given 
o <x < 00 are 

inf jc(x) ,,: f(x) ,,: 
(u ZJt1EU+ 

sup j(x). 
( U1It1EU+ 

(4.5) 

Similarly, if fp(z) is to be the negative of a series of 
Stieltjes, then the best possible bounds which can be 
imposed on f(x) for 0 < x < 00 are 

(4.6) 

Since we do not know a priori whether fp(z) is a series 
of Stieltjes or the negative of one, the maximum of the 
upper bounds in (4.5) and (4.6) is the best possible upper 
bound which can be imposed onf(x) for given 0 <x < 00. 

Similarly, the best possible lower bound is the minimum 
of the lower bounds in (4.5) and (4.6). Likewise, best 
possible upper and lower bounds can be obtained when 
N-p is even. 

If one is given, for example, the additional informa­
tion that ¢(u) is monotone nondecreasing on 0":u,,:u1 , 

then, of course we know that fp(z) is necessarily a series 
of Stieltjes. Then in case N - P is even we have at once 
that the best possible bounds for given 0 < x < 00 are (4.5). 
Again, it may turn out that one of the U+ or U- is empty, 
in which case the best bounds will derive from a search 
over U- or U+, respectively. 

More generally a best possible inclusion region can be 
imposed upon f(z) for given z in the cut complex plane. 
This inclusion region will be the union of all inclusion 
regions obtained as the set {u ,}~ =1 ranges through all 
possibilities in both U+ and U-. 

We demonstrate the feasibility of the above method 
with a very simple example. Suppose we are given that 

f(z) = r d¢(u)/(1 +uz), (4.7) 
o 

where d¢(u) has at most one sign change on 0'" u < 00, 

and that 

fo=2, fl=2, 12=0. (4.8) 

Then what are the best poSsible upper and lower bounds 
which can be imposed onf(x) f0r given 0 < x < 00 ? Sup­
pose that the sign change of d¢(u) is associated with the 
point Ul such that 

Then we have 

fom = 2(u1 - 1), f/I) = 2u 1• 

Consequently, the set U- is empty and 

u+={u1 11 "'Ul": oo} 

(4.9) 

(4.10) 

(4.11) 

whence the best possible bounds which can be imposed 
on f(x) for given 0 < x < 00 are 

inf 4(ul -1) + (4ur - 4ul + 4)x ,,: f(x) 
ulEU+ (1 +u1x)(2(u1 -1) + 2ulX) 

'" sup 2 + 2(Ul - l)x 
"I EU+ (1 +UtX) 

M. F. Barnsley 
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In particular, at x = 1, the best possible bounds which 
can be imposed on the function on the basis of the given 
information are 

(4.13) 

We note that on the basis of the given information f(z) 
could have been the function 

f(z) == 1/(1 +z) + 2/(1 + 2z) - 1/(1 + 3z). 
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Techniques for integration in function spaces which are not necessarily vector spaces are presented in the 
light of DeWitt-Morette's recent redefinition of path integrals, which does not involve the usual limiting 
process, and is therefore free from the ambiguities inherent in this approach. General translated Gaussian 
measures defined by their Fourier transforms are introduced on various path spaces and used to derive 
generalized moments formulas, and what is essentially the Feynman-Kac formula for the expression of 
solutions of the Schrodinger equation as functional integrals. 

I. INTRODUCTION 

Recently, C. DeWitt-Morette 1,2 introduced a new ap­
proach to the Feynman path integral formulation of 
quantum mechanics. Its strength lies in the fact that it 
does not rest on the usual limiting process, which in­
volves the division of the time interval into a very large 
number of very small subintervals. By a generalization 
of the work of the Bourbaki group3 on Gaussian promea­
sures for integration on infinite-dimensional Hausdorff 
locally convex topological vector spaces, what plays the 
role of a measurel in path space is defined by its Fourier 
transform, which is a simple closed form expression, 
usually the exponential of a quadratic form defined on the 
dual of the path space for physical applications. This 
enables one to reduce many path integrals of interest in 
physics to ordinary integrals by use of linear mappings 
into lR". For example, one has the formula, 2 

fe F«(J.t,q), "0, «(J.n,q»dU'c(q) 

= (271)-nl2 (detW)-lJ2 J" F( ) 'mn Ut> ••• ,Un 

Xexp[- (1/2)(W- 1)ii UiuJdUt" • dUn, (1 ) 

where 

(a) e is a vector space of paths (functions) q : t I- q(t) 

on the time interval TO' [la, t b]' 

(b) the (J.;'s are bounded measures on T, i. e., ele­
ments of the dual /!1 of e. «(J., q) = J T q(t) d(J. (t) if (J. is in­
duced by a functionj, [d(J.(t)=j(t)dt], and «(J.,q)=q(t) if 
(J. = Ot, the "delta function" measure at t. 

(c) We is the Gaussian measure on e, of covariance 
the kernel CU, I'), whose Fourier transform (defined on 
/!1) is 

]wd(J.)=exp[-:\J J C(t,f')d(J.(t)d(J.(t')] 
T T 

=exp[-:\Wc«(J.)]. (2) 

(d) Wij=Wd(J.i,Jlj)= 1 J C(f,I')d(J.i(f)d(J./t'). (3) 
T T 

(e) The Einstein summation convention over repeated 
indices is used throughout this paper. 

C is real for the Wiener integral and imaginary for the 
Feynman integral. 

For simplicity, the same symbol is used for the 
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bilinear form W cC(J., v) on j}J and its corresponding quad­
ratic form W d(J.). In other words, W cC(J., (J.):; W d(J.). 

If the (J.'s are o's, then, 

In this paper, we further exploit this formalism and, 
among other general formulas, present a proof of what 
is essentially the well-known Feynman- Kac formula for 
the expression of solutions of the Schrodinger equation 
as functional integrals. 

II. INTEGRATION OVER SUBSETS OF VECTOR 
SPACES 

An example of a vector space of paths on the time in­
terval T is 

(5) 

Let 1I' C be a Gaussian measure on e _. If we now fix the 
second endpoint [q(tb) =qb, where qb is constant], the 
resulting subspace e Ob is no longer a closed vector 
space. Can we still define a measure on it and apply the 
theory? The answer is yes, and the procedure is de­
scribed below. 

More generally, suppose we want to integrate a func­
tional <;a[q], only over those paths in e _ satisfying «(J. i' q) 
= bi for n given measures (J.i and real numbers Iii' De­
fine e nu = e _ as follows: 

enu={qEC-I«(J.i,q)=b i , i=1, ... ,n, (J.ie/h, biclR}. 

(6) 

The integration over e nu can be reduced to an integra­
tion over C if in the integrand we insert characteristic 
junctions X which vanish when q 4c nu' Indeed. if we 
define 

then, 

fCu <;a[q ]dwnu(q) = [N(b;, (J.i)]-l fe <;a[q ]dwdq) 

xX«(J.j)q)- bt ) .. • X«(J.n,q)- lin), 

(7) 
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where: 

(a) wn" is a Gaussian measure on en"" induced by we 
(this is proved below for n == 1). Its covariance is, by 
definition, 

Cn,,(t,t')= le [q(t)-q(t)][q(t')-q(t')]dwn"(q), (8) 
n" 

where the integration is performed as indicated above. 
The average path q(t) is defined by 

q(t)= lC q(t) dwn" (q). (9) 
n" 

(b) N is a normaliz ation factor, insuring that 

le dwn"(q) ==1. 
n" 

It is obvious that 

N(b i , Il i) == Ie. X«lll, q) - b1) 000 X«lln, q) - bn) dw C<q). 

(10) 

To evaluate N, we map e into lRn by q t- U; = (Il;, q), 
and use (1). The characteristic function maps into a 0 
function and we get 

(11) 

(12) 

Note: If the b;' s are allowed to vary, then if we inte­
grate over them, after having performed the functional 
integral of <p[q] over en", we should recover the func­
tional integral of <p[q] over all of e. From (7) it is clear 
that 

1 ndb! ••• dbnN(b i , Ili) Ie <p[q] dwn" (q) 
R n" 

== Ie. <p[q]dwc(q). (13) 

This provides an easy verification of certain formulas, 
and is, in fact, a generalization of the method of "re_ 
servation of variables" (see Appendix A). 

Theorem: 

I(<p) = lc <p«Il,q»dwn"(q) 
n" 

== exp(t t b·b-(W:l- W:l») 
i, j=l "J '&) IJ ( 

detW )1/2 
27Tdet W 

f () ( -det~ 2 f; - 1 ) x <p u exp 2d t- u -U-,-, biU/i n+l du, 
e W i=1 ' 

R (14) 

where W is defined in (12) and 
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Proof: (7) gives 

We(ll n, J..I. n) 

Wdll,iJ.n) 

weyt,") 
We(lln, II) . 

Wdll, II) 

I(cp)==N"1 Ie X«lll,q)-b l ) .. • X«lln,q)-bn) 

x <p«II, q» dwdq). 

If we map C- into lRn+l by q t- {Ui == (Ilj, q) for 
i==I,2, ... ,n; U n+ I ==(II,q)}, we get 

(det wt1l2 

(v'2iT)n+l 

The result follows from the fact that 

W~!I.n+l ==detW!detW. 

Corollary: 

(15) 

(16) 

(17) 

(18) 

(
-detw)m I

2 (n --I (-detW)1I2) 
== 2detW Hm -E bjWn+I ,; 2det[{/ 

xexp L.J -b;b·(W:·- W:.) [ 
~ 1 1-1 

i,J=1 2 )') 'J 

1 detW (n - ) 2J 
+"2 detW f;f biW~!I'i , 

where Hm is the Hermite polynomial of order m. 

Proof: Use the formula, 

1 x '"exp(ax2 + bx) dx == (- l)m 2-ma-m 12 H m(b/2/{i) 
IR 

(19) 

x (- 7T/a)1/2 exp(- b2/4a), [Re(a) -'S 0], 

(20) 

derived from fit exp(ax2 + bx) dx== (_7T/a)1/2 exp(- b2/4a), 
by differentiating with respect to b m times. 

Application: Average and covariance in C Il (n = 1) 

(a) Average in C njJ.: For m == 1 [HI (x) == 2x], and II = Ot 
we get, 
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(21) 

If b j ::= 0, q(t) = 0, the average path is zero in all sub­
spaces of C _ of finite codimension. For n = 1, 

(22) 

and the integral is simply 

I m1 = ic" (lI,q)mdW"(q)=(;~:~~) m/2 

xHm tW,(", ,) ('Wei;) ~etlil ) >I') (23) 

where detU/ = W c(ll) W c(lI) - W~(Il' 1I). 

It is interesting to check this formula by use of (13), 
i. e., verify that 

(24) 

The right-hand side is equal to ° if m is odd, and equal 
to (2n)! [W c(v) ]n/2nn!, if m = 2n [use (1) for the proof]. 
To evaluate the left hand side, use the following result 
(Abramowitz and Stegun, 5 p. 786, with t=au): 

i exp(- a2u 2
) Hn(axu) du 

fiT (2111)! (x2 _ l)m for n = 2m, 
a m! ' 

(25) 

0, for n odd. 

It turns out to be equal to the right-hand side. 

(b) Average in C,,: Let 111 = 1, 1I = Ot in the above to get 

(c) Average in Co (the space of paths in C-, with 
specified value at t ;Qto ): If J.l = Ot o' b =qo, then 

(26) 

q(t) =qoC(t,to)/C(to, to)· (27) 

General condition on CIt, t'l 

Since we would like for the "average path" to be in the 
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space, i. e., q E C., we have the requirement q(ta) = 0. 
Since to in (27) is arbitrary, this forces the important 
general condition 

C(la, t') = 0, 

for all legitimate covariances in C .. 

(d) Average in COb: Let to = lb' Then Co = COb and to 

q(t) =qbC(t b, t)/C(t b, tb)' 

(e) Covariance in C,,: 

satisfies the same boundary conditions as the paths, 
i. e. , 

Proof: We will need the following: 

(i) (23) with III = 2 [note: H2(x) = 4x2 - 2]: 

(ii) W dOt + 0t') = W cUi t) + W dOt') + 2W dO/l 0t')' 

(iii) W~(f.l, Ot + 0t') = [W c(ll, 0t) + W df.l, Ot') J2 

= W~(1l , 0t) + Wb( f.l , 6t• ) 

+ 2W c(IJ, 0t) W df.l, 0t')' 

We have 

C" (t, t') 

= Ic" (Ot,q-(j) (Ot.,q-(j)dw"(q) 

= .J( '" (at, q) (Ot" q) dw"(q) - q(t) q(t') 

Maurice M. Mizrahi 
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(29) 

(32) 

(33) 

(34) 

(35) 

QED 
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Also, 

by definition of We. 

(36) 

QED 

It is most remarkable that the covariance C .. does not 
depend on b. However, the measure wI' does depend on b 
through the average path [see (g) below J. 

(f) Covariance in COb: We have: 

C (t t')-C(t t')- C(tb,t)C(tb,t') 
Ob, -, C(tb,t b} 

(37) 

COb vanishes at both endpoints; CQb(ta, t') =COb(tb, t') = O. 
Since it is independent of qb, it is also the covariance in 
Coo, the space of paths vanishing at both endpoints. 
Often, if C(t, t') is a Green function of some operator, 
then so is COb(t,t'). This is not true in general for 
C .. (t, t'). 

(g) Fourier transform of w"-Translated Gaussians: 

The Fourier transform of the measure w IL is 

(38) 

Because of the factor involving the average path q, wI-' is 
said to be a translated Gaussian measure. 

Proof: A remarkable property of the Fourier trans­
form of a measure w on C is that it can be written 

(Jw)(Jl-) = J(- exp(- i(Jl-, q» dw(q) , (39) 

which is readily recognized as a generalization to in­
finite-dimensional spaces of the familiar formula for the 
Fourier transform of a measure in IRn [try, for example, 
(1) with n = 1, F(x) = exp(- ix»). This follows from the 
definition of the Fourier transform in infinite-dimen­
sional space as found in Bourbaki. 3 

From this and (14), we get 

(]W"IL)(V) = IC exp[ - i(v, q) ] dwn 
.. (q) 

n .. 

+ ~:~ (i+ ~ bj Wi;n+l YJ (40) 

For n=l, we use (22), which yields 

(41) 

(42) 

The Fourier transform is, 
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= exp [- ~ W c<v) + ~ WJ~~~) -ib~~%,t) ]. (43) 

From the expression for the average path given in (26), 
we have, 

(v,v= W:(/J.) L dv(t) 1; C(t,t')d/J.(t') 

= bW C<fJ., v)/W dJl-). (44) 

From the expression of the covariance C I-' given in (30), 
we have, 

= W (v) _ W~(J..L, v} = detW • 
e WC<J..L) detW 

Substituting (44) and (45) into (43) yields the desired 
result. 

(45) 

(h) Indefinite functional integrals: We can define an 
"indefinite" integral of a functional F[q] with respect to 
a Gaussian measure we on some space of paths C, by 
functionally integrating over all paths q such that q(t) 
~ qo(t) for all t, where qo is a fixed path in C. One way 
to define it would be 

tb 
G[qo]= J dt lC F[q]Y«Ot,q)-qo(t» dWe(q), (46) 

ta 

where Y(t) is the Heaviside step function, equal to 0 for 
t < 0 and to 1 otherwise. For example, if C =C_, 
F(q J = 1, then, 

[

to dt '" 
Glqo] = ~:::;:::::;:::=;:- f 

ta v2rriC(t, t) .o(t) 

exp[iu2/2C (t, t)] du, 

(47) 
where (1) has been used [u=q(t)J. Finally, 

(48) 

Remark: In general, we see that a measure w on an 
infinite-dimensional Hausdorff locally convex topological 
vector space E, enables one to integrate over a subset 
A of E, even if this subset is not a vector space, by 

J F[q]dw IA (q)= 1 XA[q] F[q]dw(q) 
A 'E 

(49) 

where XA[q] = 1 if q EA and is 0 otherwise. This is how 
we integrated over CnlJ.' As we will see in the next sec­
tion, we can define a measure on "translated subsets," 
such as Cab' The latter results from adding a nonzero 
constant to each path in a subset of C _ (and hence, is 
not itself a subset of C J. 
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We now slightly change our notation; since we are 
primarily concerned with the Feynman integral, the 
covariances will be purely imaginary. However, we will 
now write them as "c" rather than "iC" so as to ex­
plicitly display the "i" in the formulas. 

III. INTEGRATION OVER THE SPACE OF PATHS 
WITH BOTH ENDPOINTS FIXED 

Consider first the case of a free particle of mass M. 
The covariance on C. that will give us the correct physi­
cal results is, 3.1 

e(t, t'):= (filM) inf(t - ta, t ' - ta), (50) 

where "inf" denotes the smaller of the two arguments. 

From it, one can use (37) to build the covariance on 
COb' The result is, 

C (t t/)_fi(t-ta)(tb- t') Y(t'_t) +t~t' (51) 
017' - M(t

b
- ta) , 

where F(t, t') + t- t' =-F(t, t') +F(f' , t). Both C. and COv 
are Green functions of the small disturbance operator 
for the free particle, - d2 I dt2• For simplicity, the sub­
script "C." will be denoted by "-". Thus, Wc. =- W.' The 
average path in Cov, as given by (29), is qb(t- ta)1 
(tv - tal. It is interesting to note that lim t • 00 COb (t, I') 
= Cjt, f/)o b 

Now let us define integration over the space of paths 
where both endpoints are fixed and not necessarily zero. 
The path space 

Cab=-{q on T Iq(ta) =:qa, q(tb) :=qb} 

is obtained by translation by a constant amount qa from 
the path space 

CO,b.a=:{q on Tlq(ta)=:O, q(tb)=:qb-qa}, 

on which we have the Gaussian measure wOtb•a , induced 
by W. on C. (see Sec. II). One can naturally define a 
measure wav on Cao by, 

(52) 

This is possible since the system is translationally 
invariant (the associated Lagrangian, L = iM~2, does not 
depend explicitly on position). As for the Fourier trans­
form of W.b, since [see (38)] 

(]WO,b-a )(Il) =: exp[- i(ll, (jO.b-J- (i/2) Wab(Il)] (53) 

(where (jOtb-a(t) = (qb - q a)(t - t.)/(to - ta) is the average path 
in CO.v.a), then, by settingF[q]=exp{-i(ll,q» in (52), 
we get, 

(]Wav)(ll) = exp[ - i(ll, q) - (i/2) Wab(Il)], 

where 

qa{tb- t) +qv(t- tg) 

tb - ta 

(54) 

(55) 

is the average path in Cab with respect to Wab . By use of 
the characteristic function, we can rewrite (52) as, 

ICa/[q]dwao(q):= Ie. X[(Otv'y)- (qb-qa)] 

XF[y+qa] dw_(y) 
Ko(B,A) 

where 

(56) 
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Ko(B,A)== Ie. X[(Otb,y)- (qb-qa)] dwJy) (57) 

is the free particle propagator, 6 easily obtained by use 
of (1) with n = 1, F = 0: 

Ko(B,A) =.,jM/2rrifi{tb- ta) Y(tb - tal 

(58) 

Let us mention that in the case where the covariances 
are real, the functional integral over Cab with co­
variance (51) is equivalent to what is called the "con­
ditional Wiener integral" in the literature [the "regular" 
Wiener integral being over C. with covariance (50)]. 

This reduction to an integral over C _ may, in some 
instances, make calculations easier. 7 However, iris 
quite possible to integrate directly over Cab' since wav 
is a well-defined translated Gaussian. This is illu­
strated below. 

Cylindrical functionals on Cab 

We seek an analog of (1) for translated Gaussian mea­
sures. It is found that, for an arbitrary Gaussian mea­
sure Wa~ on Cab' with covariance C(t, t'), 

i- F«IlI,q),···, (Iln,q»dwab{q) 
Lab 

(59) 

where 

(a) (JWab) (Il) =- exp[ - i(ll, V - (i/2)W(Il)], 

(b) ai =- (Il;,q), (60) 

(c) {J/iJ==W(lli,llj)=I l C(t,t')dlli(t)dllj(l'). 
T T 

PrOOf: The proof parallels that of (1), as found in the 
second reference, 2 the only difference being, that now 
the average path is nonzero. We treat the general case 
first. Let W be a measure on a path space C, and con­
sider the linear continuous mapping Pn: 

P n : C _JRn by q I- u, where Ui == (iJ.;, q). 

Under this mapping, we have, 

Ie F«IlI,q),· .. , (Il.,q»dw(q) 

= .£ n F(u1,··· ,un)(dw)p (u), (61) 
II< n 

where wp is the image of UI under Pn. This image is a 
measure in IRn. By theorem, 3 (Jw)p (~) =Jw[Pn(O], 
where ~ E IRn and P", is the transpos"e mapping from 
IRn to /11. We have, 

(l'nW, q)==(~, Pn(q»=<~,u>=~iu; 

(62) 

and hence Pn(~) = ~i Il;. Therefore, 
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(63) 

when the integral exists. This can be substituted in (61) 
in order to convert the path integral over C to an or­
dinary integral over JR". Since W is usually defined by its 
Fourier transform ]w(/l), which is given explicitly, the 
right-hand side of (63) can, at least in principle, be 
written in closed form. 

Such is the case when C = Cab and W =Wab, as defined 
in (60a). By use of the well-known formula 8 

(v'21T)"-t f ( u
2

) = <p(u) exp - p du, 
I c I " detA R c 

(64) 

where c2;;;b ibi (A-I)ii' we obtain the result, for <p(u) 
= exp(iu). We emphasize that wab in (59) is an arbitrary 
Gaussian measure on Cab' which means that we have 
complete freedom in choosing the covariance C (which 
must vanish at ta and t b) and the average path q [which 
must be in Cab' Le., suchthatq(la)=qa, q(lb)=qb]' 

Generalized moments formula 

It is often useful to know the various moments (e. g. , 
of position at different times) with respect to a trans­
lated Gaussian measure. It is found that 

= in H" (- ia/2, ... ,- iaj2) , (65) 

where Wab, ai and Wu are defined in (60), Hn is the gen­
eralized Hermite polynomials of order n, and matrix 
C ij =' (i/2) Wi}, defined by: 

(66) 

which is a generalization to n dimensions of the Rod­
riguez formula for ordinary Hermite polynomials. One 
can showS that H" indeed depends on Xl, ••• ,x", only 
through the combinations Ci/X i =X j. Their explicit ex­
pression is found to be, 9 

(67) 

where the first summation symbol denotes the sum over 
all even k from k = 0 to the largest even number smaller 
than or equal to n; and the second summation denotes the 
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sum over all different combinations of different indices 
it, where {il> i z, •.• , in}= {l, 2, ... ,n}; that is, all ii are 
different, and if f(i l , iz) = f(i2 , i l ), we count it only once 
in the sum. There are (2m - 1)(2m - 3) ••• 5.3 different 
terms in such a sum for n == 2m. The first few are: 

Ht (Xl) = 2XI , 

H2 (Xl' X 2) = 4XlX 2 - 2C12 , (68) 

H3(XI,X2,X3) =8XIX 2X 3 - 4Cl2X 3 - 4C2sXl - 4C 31X 2• 

For example, the first few moments are: 

lC (/l,q) (lI,q)dw.b(q) = (/l ,'ij) (1I,'ij) +iW(IL, II), 
ab 

lC (/l, q) (II, q) «(J J q) dwab(q) 
ab 

= (/l, q) (II, 'ij) «(J ,q) + i(u ,q) W(IL, II) 

+ i(lI, q) W(u, /l) + i(/l, 'ij) W(II, a), 

lC (J.1.1' q)<lJ.z, q )<IL 3, q)<1J. 4, q) dWab(q) 
ab 

=ala2a3a4 + iWI4a2a3 + iW24ala3 + iW34ala2 

+ iW12a3a4 + iW23ala4 + iW31a2a4 - W12 W34 

- W23 W14 - W31 W24 • 

Proof: 

J;;; 1 exp(iA'<lLi' q» dwab(q) = (JWab)(-AilLi) 
Cab 

= exp[ - i(- A I fJ.i' 'ij) - (i/2)W(- AI JJ.i)] 

= exp[iAiai - (i/2)A i J\i Wjj l. 

Ii (W-1)ii ) =exp \2 a,ai 

;;; (_1)" exp[ii(W-I)iiaiai] 

X \exp{- MAi - (W-1)ila/l 

X[Ai - (W-~iSas]Wij} 

(69a) 

(69b) 

(69c) 

XHn[~ iiWu(Xi-(W-I)i1a/)]1 , (70) 
J \~=o 
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where we have used definition (66). The result readily 
follows. 

If fJ.;=Ot;, then (fJ.;,q)=q(f;), a;=q(t j ), Wij=C(fj,t j ), 

and we get the ordinary moments formula for position 
at different times (yielding, for example, the various 
Feynman diagrams in quantum electrodynamics). On the 
vector spaces C = C- or C = Coo, the average path is 
zero, and, by using the fact that 

Hn(O, ... ,O) 

I 
0, if n is odd, 

(_1)nI2 2nI2:0' C .. C· i'" C· " if n is even, 
'1'2 '34 'n-l'n 

(71) 
we get the well-known formula, 

where the average path q on Cab (with respect to Wab) is 

q(t); lc q(t) dWab(q) = qb(t - ::~ ~aqa(tb - t) , (76) 

ab 

and the kernel Cab(t, t') is the Green function of the small 
disturbance operator for the free particle (i. e., - Md2/ 

dt2) vanishing at t = ta and t = tb: 

C (t t') = 1f(t - ta)(tb - t') yet' - t) + t- t' (77) 
ab , M(tb- tal . 

Kv can be shown, from its path integral form (74), to 
satisfy the Sc hrodinger equation at B, i. e. , 

(78) 

and its complex conjugate at A. (74) is the well-known 
Feynman-Kac formula 11 in disguise. The proof pre­
sented here through Fourier transforms is very different 
from Kac's proof, where he used the usual time-slicing 

\ 

0, if n is odd, 

:0' C(t; ,t; ) ••• C(t;2 l' li2 ), if n = 2m. 
1 2 m- m 

(72) definition of Wiener measure. Our proof does not seem 
to require his assumption that the potential is bounded. 12 

IV. THE SCHRODINGER EQUATION AND PATH 
INTEGRALS IN THE NEW FORMULATION: THE 
FEYNMAN-KAC FORMULA 

Our aim in this section is to show that the propagator 
in path integral form, using the new definition, satisfies 
the Schrodinger equation. This proof will involve no 
series expansions, questionable limiting procedures, or 
handwaving arguments about a "midpoint rule. ,,10 

Consider a particle of mass M in one-dimension in a 
veloc ity- independent potential V(q, t), such that, 

1 V(q,t)exp(aq2)dq<oo, for Re(a)~O. (73) 
lR 

The measure wab absorbs the free particle (kinetic ener­
gy) part of the action functional S[q]; fT[(M/2)q2(t) 
- V(q(t) , t)]dt. We are therefore led to write the fol­
lowing theorem (in complete form, including relevant 
definitions): 

Theorem: The propagator Kv(B,A), or probability 
amplitude that the particle at (q a' tal will arrive at (qb' t b), 
can be written in path-integral form as follows: 

where Ko is the free particle propagator (58) and wab is 
the induced (translated) Gaussian measure on Cab defined 
as follows: 

]Wab(fJ.) 

; exp (- i /b q(t) dfJ. (t) _ (i/2) /b /b Cab(t, t') 
ta ta fa 

XdfJ.(t)dfJ.(t'») , (75) 
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Proof: The normalization factor in (74) is equal to the 
free particle propagator because when V = 0, we want 
Kv =Ko, and also so that when tb - ta, Kv - O(qb - qa); a 
condition that Ko satisfies. We now show directly that 
(74) satisfies the Schrodinger equation (78). 

Let us write Kv =KoJ, where J is the path integral. 
As we take derivatives of (74), we must remember: (a) 
that the measure wab itself depends on tb and qb through 
q and Cab, (b) that we consider only the explicit depen­
dence on tb and qb' For example, we have (a/aib) 
fttb V[q(t), ddt = V(qb' tb)' even though there is an il1l­
pi"lcit dependence on tb in V[q(t) , t], since all paths q are 
such that q(tb) =qb' 

For Lagrangians of the type considered here, ordinary 
differentiation commutes with path integration in our ex­
pressions. Thus, we have, 

=-iIf ~~: J-i1fKo[-i V(qb,tb)]J+V(qb,tb) 

XKoJ-i1fKo f exp (- i jtb V[q(t),t]dt) 
Cab ta 

a 1/ 2 a2K 1/2 aK 
x at;; dWab(q) - 2M aq't° J - M ~ 

xl exp(-i ftbV[q(t),t]dt) a!b dwab(q) 

Cab ta 

- 2~ KOX !cab exp (- i fa
tb 

V[q(t),t]dt) 
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The terms proportional to V(qb. tb) on the right hand side 
cancel, and since Ko is itself a Green function, we have: 

( 
aK 1f2 a2K) 

- in ~ - 2lW al J == - iff O(qb - qa)O(tb - ta)J 

== - iffO(qb - qa) O(tb - tal. (80) 

Further, from (58) we have 

aKo _ iM(qb - qa) 
aqb - 1f(tb- tal . 

Therefore, what remains to be shown is that 

(81) 
Before we can proceed, we must define what we mean 
by an operator DOb or Dtb acting on the measure Wab. It 
is natural to do this through Fourier transforms. We 
have the property 

This enables us to define DOb wab by 

(83) 

since the integrand in (82) does not contain qb explicitly 
(it is assumed that DOb is linear). This integrand does 
contain tb' however, so for Dtb we must look further. 
We will need the following derivatives: 

O:b Cab(t,t') 

1f(t - ta)(t ' - ta) (note that it is C~ in t and t') 
M(tb - tY 

(84) 

In the last formula, we used Leibnitz's formula for dif­
ferentiating an integral, i. e. , 

d fB(X) 
dx f(x, t)dt 

o«x) 

=j
B(X) ( ) 

of ;; t dt + j[x, 13 (x) ] 13' (x) - f[x, a (x) ] a '(x). 
,,<Ix) (85) 
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In our case, the integrated terms vanish on account of 
Cab(tb, t) = 0, Cab(t ' , tb) == o. 

We now want to define awa,jatb. The eaSiest is to dif­
ferentiate the two equivalent expressions of the Fourier 
transform of Wab with respect to tb. Using (82) and (75), 
we have: 

_ exp (- i {b q(t) dfJ. (t) 
ta 

-~ 1.:1.:' C.,(t, t') dM (I) dM (1'»)] 

== [f exp(- i(fJ.,q» a~b dwab(q)] 
Cab 

- i [a:
b 

Jtb q(t)dfJ.(t)] ]Wab(fJ.) 
ta 

XdfJ. (t) dfJ. (tl») ]Wab(fJ.). 

(86) 

Note that we have taken (a/atb)!:b q(t)dfJ.(t), outside the 
a 

path integral because it does not depend on the path q. It 
depends only on the intergrand at tb' and q(lb) =qb is con­
stant. USing formulas (84), we have 

a: f tb 
[q(t)-q(t)]dfJ.(t)=- ftbOft(t) dfJ.(t) 

b ta ta b 

Finally, 

where 

S(fJ.)=/b (t-ta)dfJ.(t). 
ta 

In the general case, if fJ. is a regular measure [dfJ. (t) 
== (;. (t) dt, where il is an integrable function], then, 

(88) 

(89) 

]C~:b) (JJ.)=C~b -iqbv-(tb») JWab(fJ.). (90) 

Taking (83) and (88) into account, we conclude, with the 
aid of formulas (84), that 

fI( . a i1f(q b - q a) 0 'If (0
2 ) ] 

] L' - z1f at;; - t - ta oqb - 2lW aqr Wab (fJ.) == o. 

(91) 

Assuming that the only measure with a vanishing Fourier 

Maurice M. Mizrahi 573 



                                                                                                                                    

transform is the zero measure, we conclude that (81) is 
satisfied and that (74) does indeed satisfy Schrodinger's 
equation. Alternatively, this proof can be regarded as a 
derivation of Schrodinger's equation from the path 
integral in a manner not involving a limiting process. 

(91) can be regarded in a sense as a "differential 
equation" for the measure wab' A curious fact is that for 
qa=qb (e.g., on the vector space Coo), the measure it­
self "satisfies" the Schrodinger equation for the free 
particle! 

By expanding the exponential in (74), one obtains a 
perturbation expansion where each term can be reduced 
to an ordinary definite integral of V by using (59). The 
time integral can be evaluated in closed form, even in 
three dimensions. 7 If the potential V(q) is a polynomial 
in q, the generalized moments formula can immediately 
be applied to calculate all the terms explicitly. An ex­
ample, the propagator for a particle in a constant force 
field, is worked out in Appendix B. 

One is not restricted to the "free particle" measure 
wao used in this paper. It is usually more fruitful to ab­
sorb the quadratic portion of the potential (or, more 
generally, of the action functional expanded about a 
classical path) into the measure, which yields a new 
Gaussian measure whose elements are closely related 
to the equation for small disturbances of the system. 
This results in much improved series expansions for 
the propagator (e. g., WKB expansions). This technique 
will be presented in a subsequent paper. 
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APPENDIX A: METHOD OF RESERVATION OF 
VARIABLES 

The method described in Section II for integration over 
subsets of C. is essentially what was called the method 
of "reservation of variables" by Siegel and Burke. 13 It 
was used by Feynman and Hibbs 14 to calculate partition 
functions in statistical mechanics. They assigned the 
average (q(t» of the path q the fixed value b, 

<J-L,q>",,~ IT q(t)dt::.=b, 

then, after performing the path integrals, integrated 
over all possible values of b. This reads, in our 
notation (see (13)], 

The Fourier transform of w'" is given by (38). The path 
integral expression (74) of the propagator, together with 
(56) gives: 
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Kv=Kol db exp[ib2/2W.(/.L)] [27TiW.(/.L)]-1/2 
R 

xfc", X{<Otb,q)- (qb-qa)} 

Xexp(- if V[q(i) +qa]di)dw", (q). 
T 

If we expand the potential around b, 

V[q(t) +qaJ 

= V(b) + [q(t) +qa - b] V'(b) + -Hq(i) +q. - b]2 V"(b) + ... 

and integrate over T, the second term is just the con­
stant qaTV'(b). This is why we chose this particular f.J.. 
We are now left with: 

( 
~ V(n)(b) 

xdw",(q) exp - i ~ ---;;-! 

X iT [q(t) + qa - b]n dt). 
This is best suited for polynomial potentials, for 

which the series over n terminates. One can then ex­
pand the exponential in the path integral, and, by using 
the moments formula, obtain a nonperturbative series 
expansion. 

APPENDIX B; PARTICLE IN A CONSTANT FORCE 
FIELD 

As an illustration of (74), we can compute the prop­
agator for a particle of mass M in a constant force field, 
with potential 

V(q)=-jq, 

f being a constant. It is: 

K(B,A) =Ko(B,A) Ie exp(ij J q(t}dt)dwab(q) 
ab T 

x exp[iju/II + i(u - a)2/2Wab('\) J 

=Ko exp[(- i/2II2)Wab('\)j2 + (i/II) af], 

where'\ is the Lebesgue measure, [d'\(t) =dt], 

Wab(,\) is the variance associated with the covariance 
Cab in (77), and Ko is the free propagator (58). The 
result is, 

K(B,A) == vi M/2rriTiT exp(iSc!m, 

where Sc is the classical action, 15 

Maurice M. Mizrahi 574 



                                                                                                                                    

*This research was supported by the National Science Founda-
tion Grant No. MPS 74-03563AOI. 

tAddress as of August 1, 1975. 
IC. DeWitt-Morette, Comm. Math. Phys. 28, 47 (1972). 
2C. DeWitt-Morette, Comm. Math. Phys. 37, 63 (1974). 
3N. Bourbaki, Elements de Mathematiques (Hermann, Paris, 
1969), Vol. XXXV, Box VI, Chap. IX. 

4The theory of promeasures does not apply to the Feynman in­
tegral, since the imaginary Gaussian measures on JR", 
building blocks of the promeasure, are not bounded. Never­
theless, generalization of promeasures in the case of un­
bounded measures on JR" can be made, provided one works 
with their Fourier transforms. C. DeWitt-Morette calls the 
resulting objects ''pseudomeasures.'' For simplicity, we will 
call them "measu res," as they will be formally used as such. 
It is hoped that current research on the mathematical theory 
of functional integration will soon build a firm basis for this 
formalism. 

5Handbook of Mathematical Functions, Milton Abramowitz, 
and Irene A. Stegun, eds. (Dover, New York, 1965). 

"We follow the custom of defining the propagators to be zero 
for fb < fa' thereby turning them into Green functions. Indeed 
[(- Jf2 /2M) 02 /8q~ - iJf8/8tbIKo(B,A) = - iJf6 (qb - qa)6 (tb - tal. 

7See, for example, the treatment of the perturbation expansion 
in Maurice M. Mizrahi, "An Investigation of the Feynman 
Path Integral Formulation of Quantum Mechanics," Ph. D. 
dissertation, The University of Texas at Austin, 1975, Chap. 
3, Sec. VI. 

8This formula can, incidentally, be proved by using (I). The 
path integral fcF[bl<J.tl,q)ldwc(q) can be converted either into 
an integral over JR by the mapping {PI: (. -JR by q I- u 
= (b i!l "q)} or into an integral over JRn by the mapping 
{Pn:C -JRn by q I- u j = (Ill' q)}. Equating the two resulting 

575 J, Math. Phys., Vol. 17, No.4, April 1976 

integrals over IR and JR", and using the fact that Wc(bl"'l) 
~ Wjjb1bJ, yields the result, for A '" W-I. 

9Maurice M. Mizrahi, J. Comput. Appl. Math. I, 3,4 
(1975l. 

lorn the usual time-slicing procedure, it is found that for con­
sistency with the Schrodinger equation one must always eval­
uate position-dependent terms at the midpoint (1/2) (qJ<1 + qJ) 
rather than at the subdivision point qJ' or anywhere else. 
This rule remains true even for arbitrary Hamiltonians, as 
can be shown from a peculiar relationship between Weyl 
transforms and path integrals (see Maurice M. Mizrahi 
(J. Math. Phys. 16, 2201 (1975). When one does away with 
the limiting process, this rule naturally disappears also. 

!!See Kac's mathematical proof (for the case of the heat equa­
tion) in the Proceed. Sec. Berkeley Symp. Math. Stat. Prob., 
UniverSity of California Press, 1951; also Probability and 
Relafed Topics in the Physical Sciences (Interscience, New 
York, 1959), Chap. VI. 

121. M. Koval'chik ("The Wiener Integral," Russian Math. Sur­
vey [trans. of Usepkhi Matematicheshikh Nauk (YMH 18, 
p. 109 (1963)1 remarks that the restriction 0'" V(x) '" M in 
Kac's proof "can be dispensed with, since it is relevant only 
to the method of proof, and the results remain valid when 
V(x) is unbounded above," and refers the reader to Rosenblatt 
[Trans. Amer. Math. Soc. 71, 120 (1951)]. The lower bound 
on V seems to remain, but our proof does not call for it. 

13Siegel, Armand, and Terence Burke, J. Math. Phys. 13, 
1681 (1972), with erratum in 14, 2018 (1973). 

14Feynman and Hibbs, Quantum Mechanics and Path Integrals 
(McGraw-Hill, New York, 1965), p. 279. 

'"Note, incidentally, that the expression of this propagator in 
Feynman and Hibbs, p. 64, is incorrect. 

Maurice M. Mizrahi 575 



                                                                                                                                    

Geometrical optics in general relativity: A study of the 
higher order corrections 

A. M. Anile 

Semina rio Matematico, Universita deg/i Studi, 95100 Catania, Italy 
and Osservatorio AstroflSico di Catania, 95125 Catania, Italy 
(Received 14 May 1975) 

The higher order corrections to geometrical optics are studied in general relativity for an electromagnetic 
test wave. An explicit expression is found for the average energy-momentum tensor which takes into 
account the first-order corrections. Finally the first-order corrections to the well-known area-intensity law 
of geometrical optics are derived. 

1. INTRODUCTION 

The aim of this paper is to display some effect of the 
space-time curvature upon the propagation of a high­
frequency electromagnetic test wave. 

It is a well-known result 1,2 that, in the geometrical 
optics approximation, an electromagnetic wave posses­
ses an average energy-momentum tensor of the form 
of a null fluid (the averaging is over many periods of 
the wave). Such a form for the energy-momentum ten­
sor means that, in this approximation, we deal with a 
directed flow of radiation, i. e., the wave carries ener­
gy only along the propagation vector. This property is 
of constant use in relativistic astrophysics (e. g., when 
dealing with radiation emitted near a black hole) or in 
cosmology (e. g., when dealing with radiation 
propagating over cosmological distances). 

It is therefore of some interest to investigate the 
deviations occurring when one considers the first-order 
corrections to geometrical optics. 

The geometrical optics field is usually defined as 
the first term in an appropriate expansion of the elec­
tromagnetic field in inverse powers of the frequency. In 
this paper we shall investigate 3 the nature of the first­
order corrections to the geometrical optics field. 

In Sec. 2 we set up the basic techniques for geometri­
cal optics in general relativity. The main ideas are 
essentially due to Ehlers. t However our treatment dif­
fers from Ehlers' in the following points: (i) we adopt 
the Newman-Penrose4 formalism, which enables us to 
write explicitly the equations satisfied by all the higher 
order corrections to the geometrical optics field, and 
(ii) we check the consistency of the set of recursive 
equations we have obtained. 

In Sec. 3 we investigate the structure of the energy­
momentum tensor when the first-order corrections are 
taken into account. The latter corrections cause the 
energy momentum tensor to differ from that of a 
directed flow of radiation. In particular we find that 
there is diffusion of the wave. This can be interpreted 
physically as arising in part from the continuous back­
scattering of the wave off the space-time curvature. 

In Sec. 4 we conSider the corrections induced in the 
well-known area-intensity law of geometrical optics. 
An explicit formula is derived for the deviations from 
this law, which could be of importance for cosmology 
and relativistic astrophysics. 
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Finally in Sec. 5 we discuss in detail a simple ex­
ample and conclusions are drawn. 

Notation: Latin indices a, b, ''', generally run over 
the four space- time coordinates labels 0, 1, 2, 3. 

Capital Latin indicesA,B,A',B',···, indicate spinor 
indices and run over 0,0',1,1'. 

The metric Signature is taken to be - 2. 

Units are such that the velocity of light c and the 
gravitational constant G are equal to 1, c = G = 1. 

Symmetrization of indices is indicated by ( ), anti­
symmetrization by [ ]. Ordinary derivatives are in­
dicated by aa or a comma, covariant derivatives by 'I1a 
or a semicolon. < ) denotes averaging with respect to a 
statistical ensemble. 

2. GENERAL FORMALISM 

In this section we shall employ the notation of New­
man and Penrose. 4 

In the spinor formalism the Maxwell equations in 
vacuo ares 

'I1AA' ¢AB=O, 

where ¢AB is the spinor equivalent of the Maxwell 
bivector Gab •

t 

In this formalism Ehlers' ansatz1 reads 

00 (n) 00 (n) 

(1) 

¢AB = exp[iwS(x)] 6 w-n KAB(X) + exp[ - iwS(x)] 6 W-nLAB(X), 
n~ n~ 

(2) 

where the expansion in (2) is interpreted as an asymp­
totic series in w· t • 6 W is a large parameter to be in­
terpreted as the frequency of the wave. The phase SeX) 
is a scalar function of the space-time point x. Jl~B(X) 
and l~B(X) are symmetric spinor fields in space-time. 
Inserting (2) into (1) we obtain 

AA' (0) AA' (0) 
('11 S)KAB=O, ('11 S)LAB=O, (3) 

AA' (LI) • AA') (n-"J) 
'11 K AB +Z('I1 S KAB=O, (4a) 

(4b) 

Let us write la = '11 r? and define the rays as those curves 
xa=xa(r) having la as tangent vector, 
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dx· = Z. 
dr . 

Then, from (3) it is shown in the usual way 1.5 that Z.Z· 
= ° and Z;ilaZb = 0. Therefore the rays form a twist-free 
congruence of null geodesics (r being an affine param­
eter along such null geodesics). 1 S is therefore a null 
hypersurface. Let OA be the spinor equivalent of the null 
vector Z·. From (3) it is easily shown that 

(0) A (0) A 
KAB 0 =LABO =0, (5) 

stating that the zeroth order field is a null field having 
the propagation vector Z" as principal null vector. This 
field is defined to be the geometrical optics field. 1 Now 
let us choose a spinor basis OA, ZA such that 

oAlA=l, 

which we parallelly propagate along the rays 

DoA=DlA=O, 

where D =. l·V •• 

Then it is easily seen that one has € = K = 7f = 0, p = p, 
and 7=O+{3, where €, K, 7f, p, 7,0', {3 are spin-co­
efficients defined in the paper by Newman and Penrose. 4 

(JU (g) 
Now we project the spinor fields J\.AB and LAB into the 

spinor basis 0 A' LAo Let us write, for n ~ 0, 

Then it is easily seen that (4) yields the following sets 
of recursive equations: 

(n) _en) (n) (n) 

- DB' - BC' + 2pB' + 2Q1C' = 0, (6a) 

(n) (n) (n\ en) 

DA· - pA. + oB"' + XC· = 0, (6b) 

(n,l) (n) (n) 

- i C· + O'A· - BB+ 

(6c) 

(n+1> (n) (n) 

i B + M' + (- 7 + 2{3)A· 

+ A~~ + 21l~~ + II~~ = 0, (6d) 

(n) (n) (n) (n) 

-DB-- oC-+2pB-+20'C-=0, (7a) 

(n) (n) (n) (n) 

DA- - pA- + oB-+ XC-=O, (7b) 

(n.l) (n) (n) (n) (n) (n) 

i C-+O'A--BB--AC-+27B-+(2Y-Il)C-=0, (7c) 

(n+1> (n) (n) (n) (n) (n) 

- i B- + BA- + (- 7+ 2{3)A-+ AB-+ 21l B- + vC-=O, (7d) 

where the symbols D, B, 0, A and the spin coefficients 
p, 0', x, 7, y, 0', Il, II, {3 have the meaning employed 
in the paper by Newman and Penrose. 4 

(11) 
The terms containing J\.AB represent a right-fnanded 

polarized wave, whereas the terms containing 'L~B rep­
resent a left-handed polarized wave. From Eqs. (6) and 
(7) we see that all the states of polarization decouple to 
all orders. Therefore, hereafter we shall consider only 
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the set of Eqs. (6), dropping the upper plus{+) wherever 
unnecessary . 

Now we ask ourselves how the arbritrariness in the 
f.ho~s:e of the spinor basis is reflected in the quantities A: B: t;~ It is easily seen that the basis OA, lA is fixed 
up to the transformation 

OA _ exp(iM) OA, 

LA - exp(- iM)lA + No A, (8) 

where M is a scalar real field and N a complex scalar 
field such thatDM=DN=O (in order to preserve DOA 
=DlA=O). It is ap):?arent that under the transformation 
(8) the quantities )1', ~: <t;l change according to 

(n) (n) (n) (n) 

A - exp(- 2iM)A - 2 exp(- iM)NB +N2C, 

en) (n) (n) 

B- exp(- iM)B-NC, 

(n) (n) 

C - exp(2iM)C. (9) 

The solution (2), together with Eqs. (6) and (7), enables 
us to solve the initial value problem for the Eqs. (1).1.7 
Let H be a hypersurface which does not contain the rays. 

(n) 

We give A o(!J}hlo?ypersurface H. From Eq. (3) it is ap-
parent tha(~)H(O}_·=O. Hence Eq. (6b) together with the 
condition B=C=O, yields ACG) everywhere in a normal 
neighborhood (£ of th(Ef)initial hYpersurface. Then (6c) 
and (6d) give li and C everywhere in D. By iteration we 

(n) (t!.) (;!,) 
obtain A, li, c; everywhere in D. Now the question 

(n) (!!) (n) 
arises whether the values for A, li, C obtained in such 
a way do in fact satisfy Eq. (6a). It has been proved by 
Ehlers! that if the series (2), as well as its derivatives, 
converge uniformly in D, then Eq. (6a) is automatically 
satisfied. It is well-known 8 that even when it is not 
convergent the series (2) provides a good approximation 
to the Maxwell fields in the case in which it converges 
asymptotically. It is then of some interest, in the latter 
case, to enquire under which conditions the set of Eqs. 
(6) is self-consistent. 

In Appendix A we prove the following theorem. 

Theorem: For a general background Lorentz metric 
the equations of system (6) are consistent. 

Having set up a self-consistent approximation scheme 
for geometrical optics, in the next section we turn to 
some questions of phYSical interpretation. 

3. THE AVERAGED ENERGY-MOMENTUM TENSOR 

In this section we investigate the energy-momentum 
tensor of the electromagnetic field up to the first-order 
corrections to the geometrical optics field. In terms of 
the complex self-dual Maxwell divector C.b , the energy­
momentum tensor of the electromagnetic field reads 

T/ = t(C .... Cbm + GamC bm
). 

The spinor equivalent of T/ is 

T AA• BB' =- i¢ABrpA· B•• 

Now let us write 

rp A B = exp(iwS)K A B + exp( - iwS)L A B, 

where 

(10) 

(11) 

(12) 
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(13) 

Also, let us put 

(14) 

Then we can write 
(15) 

T AA' BB' = - t[ e AA' BB' + ZAA' BB']. (16) 

Next we average out to zero the rapidly oscillating terms 
of the kind exp(± 2iwS)F. This averaging is to be in­
terpreted as an "ensemble" averaging: That is, at each 
space-time point we average over many realizations of 
the radiation field. Via a suitable ergodic hypothesis it 
should correspond physically to averaging over a time 
which is long compared to the period of the wave, but 
much shorter than the characteristic time of change of 
the gravitational field. 

By averaging ZAA' BB' we obtain 

(ZAA,BB'>=O, 

hence 

(TAA,BB'>=-t(eAA,BB'). (17) 

Next let us consider the conservation equations, 

V AA' T AA' BB' = - t[VAA' e AA, BB' + VA A' ZAA,BB'] = O. 

(1S) 

By averaging (1S), since (VAA'ZAA,BB'>=O we obtain 

(vAA'eAA,BB')=O. (19) 

Since the averaging we consider commutes with space­
time differentiation, we can write 

We have therefore constructed a conserved averaged 
energy-momentum tensor for the radiation field de­
fined by Eq. (2). 

(20) 

From (20) it is apparent that the tensor (T AA' BB') is 
conserved to all orders in 1/w. We have then to check 
the consistency of the conservation equations with our 
approximation scheme. In Appendix B we prove that 
Eqs. (19) or (20) are satisfied to all orders in 1/ w as a 
consequence of the recursive set of Eqs. (3) and (4). 

An inspection of Eq. (14) shows that to all orders in 
1/w, in the averaged energy-momentum tensor, left­
handed and right-handed polarizations decouple. There­
fore, in the following, we shall consider only one kind 
of polarization. The zeroth-order averaged energy­
momentum tensor is given by 

(0) -

<
Cf) BB'> __ ~<KB~) B') (21) 

AA' - 2 A A' • 

(~) (~) (0) (0) 

From Eqs. (6)wehaveK AB =/foAoB, andDA-pA=O. 
Hence it is easily shown that 

(0) BB' (0) BB' 
D(TAA, )=2p(TAA, ). 

(I) BB' 
Now let us look at (T AA' ). We have 
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(22) 

(23) 

Now we project (c.r)AA,BB').,onto the spinor basis 0\ ZA 4,5 

From the symmetry of (T'ab), the vanishing of its trace, 
and the relation 

«J) b 
Tab)l = 0, (24) 

which is easilx verified from representation (23), we 
deduce that «Tab) has only five independent real com­
ponents. Similarly we find that (-fAA,BB') has only three 
independent components in the spinor basis {o A, ZA}: 
Two of them are complex and the other is real. These 
are given by 

(1) A B-A'>1l' I (V(l) 
H = (T ABA' B') 0 0 z z = - 2(A C), (25a) 

(25b) 

(25c) 

(1) (I) (1) 

where A, B, and C satisfy 
(1) (1) (1) (1) 

DA-pA+6B+AC=0, (26a) 

,(1) (Q) 

zC=UA, (26b) 

(1) (0) (0) 

iB=(T- 2/3)A - oA. (26c) 

The spinor basis { OA, ZA} has been fixed up to trans­
formation (S). Therefore the quantities H, n, and Ware 
subject to the following transformations [which can be 
easily derived from Eq. (9)]: 

H - exp( 4iM)H, n - exp(iM) n - N exp(2iM)H, (27) 

W - W + 4 exp(- iM)NTI 

+ 4 exp(iM)NTI + 2H2 exp(- 2iM) + 2N2 exp(2iM)R. 

From Eq. (27) it is easily seen that H can be made real 
and TI made to vanish at a point by a suitable choice of 
M and N. Furthermore, since the latter quantities are 
constrained only to satisfy DM = DN = 0, this can be 
done all over a hypersurface given by r = constant. 
Therefore the physical status of the quantities H, n, 
and tv requires further elucidation. In order to come to 
grips with the problem of physical interpretation we 
proceed as follows. 

We introduce an observer 0 with normalized 4-ve­
locity ua, uaua = 1. Then at any point P along the world­
line r of observer 0 we have two given vectors, ua and 
la. Now out of these two vectors we construct an or­
thonormal frame and a null frame. Let 11 '" laua, then 
wl1 '" w(laua) is the frequency of the wave as measured by 

observer 0 with 4-velocity ua
• 

First we define a spacelike unit vector va' represen­
ting the wave's propagation vector in the 3-rest-frame 
of the observer. We have 

(2Sa) 

Obviously vava=-1, vaua=O. 

From the vectors la, ua we also form a null vector na, 
defined by 

na =u/l1- Z/2112. (2Sb) 

Obviously nana = 0, 17)a = 1. 
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Next we choose two spacelike unit vectors ea, ea or-
a CD (2) 

thogonal both to ua and to V , i. e. , 

a a a a_o eau =eav =eau =eaV - . 
(1) (t) (2) (2) 

(2Bc) 

Finally we define two complex null vectors by 

111 a = (l/v'2)(e a + i ea), nz a =(l/v'2)(ea -i ea>. 
(1) (2) (1) (2) 

(2Bd) 

Then it is immediate that the vectors U
a

, Va, If:' (f: 
form an orthonorm'al frame attached to observer 0, 
while Za, na, rna,:rna form a null frame at the same space­
time point PE r. Now we repeat this construction at 
each point of r and then we parallelly propagate the null 
frame so obtained along the rays, assuming that each 
ray cuts r only once. In this way we obtain a null frame 
za ,na , 111 a , m a or equivalently a spinor basis OA, lA 4.5 de­
fined at each point of the congruence and satisfying DOA 

=DlA = O. Therefore our former analysis applies, with 
the spin coefficients and the derivative operators ap­
propriate to this null frame. Now, however, the ar­
bitrariness in the definitions of OA, and lA is more re­
stricted. In fact, along r, both u· and za are given vec­
tors, subject to no arbitrariness. Hence, along r, OA 

and ZA are determined up to the transformation 

OA - exp(iM)oA, lA - exp(- iM)lA, (29) 

where M is an arbitrary function of PEr. Since {OA, LA} 
is defined at each point of the congruence by parallel 
propagation off r, it follows that such a spinor basis is 
determined up to the transformations (9), with M subject 
to DM = O. Also it follows that H, nand Ware subject 
to the transformation (27) with N = 0, i. e. , 

H- exp(4iM)H, n- exp(iM)n, W- W. 

In order to gain more insight into the physical nature 
of n, H, and W we project the averaged energy-momen­
tum tensor onto the orthonormal frame {ua

, va, ir~' ~~}. 
From Eq. (21) we have for the zeroth-order averaged 
energy-momentum tensor 

(0) 1 1 (0) 12 
(T ab) = - 2( A ) Z)b' (30) 

Given the orthonormal frame {ua, ea, ea, ea} with ea 
CIl) (3) 0('(2) (3) 

= Va and the tensor (r ab) we can compute the energy-
flow vector, the pressures, and the energy-density. 9 

(tJ (1) 

The energy-density is 

(0)_ «0) > a b_~(IA(0)12>n2 E - - Tab U U - 2 •• 

since the metric signature is - 2. 
,(0) a«I1) > b The energy-flow vector ISq(ot}'= e l'ab u , 

(0) (0) (a) 
and we have q(l)=q(2)=0, whereas 

Cl!=1,2,3 

(0) (0) 

~)= t( 1 A 12)n2 =E. 
(3) 

Therefore the energy flows in the direction va, which 
is the propagation vector of the wave in the rest frame 
of observer O. The pressure tensor is defined by 

(0) a (0) b 

e = - e < Tab) e . 
(0< )(8) (01) (8) 

(Q) 

The only nonzero component of fi(Q<)(8)is 

(0) ~(1(0)12> 2 (0) 
8=2A n=E. 

(3)(3) 

Therefore the pressure is exerted only in the direction 
of propagation, va, of the wave. 

(lJ 

Now let us consider the same quantities for (Tab)' We 
have 

(1) (I) 

E =- (Tab)uaUb 

= _ n2( (f)abln anb = _ ~n2w. 

(1) (1) 

From q = ea (T ab)U b we have 
(0<) (01) 

~) =_ ~n2w, 
(3) 

~) = (l/v'2i)n(n- 11), 
(2) 

~) = (1/v'2 )n(n + TI), 
(1J 

and from 

(1) 

e 
(0< )(8) 

we obtain 

(31) 

(32) 

(lJ 1 -e =- i(H +H), e = - (lj2i)(H - H), e = (n/v'2)(n + IT) 
«)(1J (j)(2 ) (j)(3 ) 

«() (e) (1) 1 _ e =: e = 2(H +H), 
(2) (1) (1) (2) (2) (2) 

(1) (t) (1) (1) (1) 
8 e e e e 

(3) (1) (1 )(3) (3)(2 ) (2)(3) (3)(3) 

We see that the total energy-density measured by the 
observer is 

(0) (!) (0) 

E =:E + (l/w)E = 1n2[ < I A [2) - (l/w)W], 

and the total energy-flux in the va direction is 
(0) 

q =:tn2[<IA 12)_ (l/w)W]. 
(3 ) 
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(33) 

=- in2w 

Also, the total pressure on a 2-screen orthogonal to the 
3-direction is 

(0) 

B =tn2«IA[2)_iW). 
(3) (3) 

We see that, along the propagation direction of the 
wave, the energy-density, the energy-flux, and the 
pressure relate to each other as for the zeroth- order 
pure geometrical optics field. 
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Now if we apply transformations (29) at any point we 
see that we can make II = TI, by a rotation through an 
angle M~ of the vectors ea , ea in the 2-plane orthogonal 

, (1) (2) 
to the wave s propagation direction va. Also, through 
a rotation of an angle rr/2 - M~ we can make II + TI = O. 
Similarly we can make H=H and H+H==O through ro­
tations of angles MH and -rr/2 - Mn respectively. 

Therefore it is possible at a chosen point to rotate the 
vectors ea

, ea in such way as to set alternatively 
(1) (2) 

(Il (1) (1) <1) 
q =0 and e ==0, or q =:cO and /J =0, 
(t) (3)(1) (2) (2)(3) 

or 

(Il (I) (1) 

e = e == 0 or e = O. 
(!l(P (2)(2) (1)(2) 

They correspond to some directions in the plane along 
which there is no energy-flux or no pressure is exerted 
by the radiation field. 

Since all these possibilities are mutually exclUSive, 
it follows that, correct to the first-order, the wave has 
energy flows in directions orthogonal to the wave's 
propagation vector, as well as anisotropic stresses. We 
interpret this as diffusion of the wave. Such effect is 
potentially of astrophysical and cosmological interest. 
In the next section we focus on a point which is important 
when treating the propagation of radiation in a gravita­
tional field, the area-intensity law. 

This law is sometimes postUlated a priori in the old 
treatments of geometrical optics 9; where the existence 
of "rays" and the propagation of the radiation along them 
is not deduced from Maxwell's theory, but is assumed 
as a theory per se. 

In modern treatments of geometrical optics j the area­
intensity law is easily shown to be a conYo1quence of Eq. 
(30) for the energy-momentum tensor ('tab) of the 
zeroth-order field. In the next section we investigate 
the deviations from the area-intensity law caused by the 
inclusion of first-order terms in the energy-momentum 
tensor. 

4. THE AREA·INTENSITY LAW 

Let us recall briefly how the area-intensity law is 
derived for the zeroth-order geometrical optics field. 2 

(0) 

We have for the zeroth-order intensity, I, as mea-
sured by an observer with 4-velocity ua

, 

(0) (0) • b 
I = (Tab)u v , 

and we assume that u· is parallelly propagated along 
the rays 

Du"=O (34) 

which, in conjunction with Dla = 0, means that 0 ==uala 
is constant along the rays, i. e., we restrict ourselves 
to those observers who measure the same frequency. 

Equation (34) also implies 

Dv"=O. (35) 

Equation (22) states 
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(36) 

Let z.; be the area of the cross section of the bundle of 
rays we are considering, then 2 

D'L. =- 2pz.;. (37) 

From Eqs. 34-37 we obtain 

(0) 

D(I z.;) = 0, (38) 

(Q) 
which says that 1 z.; is constant along the rays for all 
those observers who measure the same frequency of the 
radiation. Now let us look at the first-order corrections 
in 1/ w to Eq. (38). 

The average energy-flux correct to the first-order, 
is 

The quantity of interest here is 

D(JL.) . 

We have 

D(JL.) = - 2pU + z.;Dl. 

(j) (1) 

Let us write I = ( Tab) Ua Vb. Then 

(0) ,( j) 

1= 1+ (l/w)I , 

(0) , (j) 

DL::=DI + (l/w)DI . 

Rence 
/ (j) (j) 

D(JL.) = (l/w)'L.(- 2pJ +DI). 

(j) (1) 1 

From (32) we have I = q = - zU2 W where 
(3) 

(0) 0) <O)(t) 

W = - (A A + A A). 

We can write 

D(JL.) = - (l/2w)n 2z.; (- 2p W + DW). 

After some easy manipulations one obtains 

2/ { [(0)(0"i, - -D(JL.) = - (0 2w)z.; i(A A; (20;3 - OT - Aa) 
('0) _(Q~ <Q) (Q\, 

+ (2f3- T}(A OA! + (A ooAI + c. c.} 

(39) 

(40) 

(41) 

(42) 

We remark that the above expression is invariant under 
the allowed transformations (29). 

Bearing in mind the application of this formalism to 
astrophysics, we find it useful to express Eq. (42) in 
terms of initial data on a hypersurface H which each 
ray cuts only once. 

Let the hypersurface H be given by the equation r 
=ro = constant. )f) satisfies the equation 

(0) (Q), (0) 

DA =aA/ar=pA 

the solution of which is 

(0) F [ 
A=Pe ,F=:c p(v)d1!. 

ro 
(43) 

(0) 

P is the initial value of A on the hypersurface H, P is 
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a function of three variables only, i. e. , DP = oP /or = O. 
With the help of (43), Eq. (42) can be rewritten in the 
form 

(0)(0) _ _ _ 

D(n)=- (n2/2w)~i(A A){2o/3- OT- 20fj + OT 

+ (2/3 - T)6F - (2)3" - 7') of + ooF - fJ6F - Aa 

- ~ -+ \u}- - ~ i exp( 2F) {(2/3- T)(POP) - (2)3"- T) 
2w 

x (poP) + (PfJOP) + (PoP)6F + (PfJP) of 

- (P06P)- (P6p)oF- (PoP)6F}. (44) 

(I!> 1 2({O)(D\ 
N ow we recognize 1 = 2n A A ). Also we have that 

(j» . «P 
1 ~ is constant along the rays. Let us wnte 1 ~ =/ 
= constant along the rays. Then, using the commutation 
relation 

60F - 06F = (Il- jJ.)DF - (Ci - (3)6F - ()3" - ct)oF, 

we obtain 

D(n) = - (i/w)/{6/3 - 6a - 0{3 + Oct + (il- jJ.)p 

+:\u - Aa + 2(/3 - a)6F - 2({3 - ct)oF} 

n2 -- __ 
- ~ ~i exp(2F) {(2/3 - T) (PoP) - (2/3 - T) 

x (PoP) + (J>60P) + (poP)6F + (PfJp)oF 

- (P06P) - (P6P)of - (PoP)BF}. (45) 

Equation (45) is the main formula of this section ex­
pressing the deviation from the area-intensity law in 
terms of geometrical quantities associated to the null 
congruence and of the initial values over the hyper­
surface H: r=ro• 

We remark that the quantities (Pop), (PooP), convey 
information not only about the intensity distribution over 
H but also about the polarization and the coherence 
state of the radiation over H (since P is a complex 
quantity). 

In astrophysical situations it is perhaps convenient 
to characterize the initial values of the field by means 
of its complex coherence 10 on H. We define 

(46) 

where J', y' E H . 

Then r(l', y') embodies all the information contained 
in the intensity, polarization state, and coherence 
properties of the zeroth-order radiation field over H. 
In terms of r(y,y') it is, in principle, possible to com­
pute the quantities (Pop) and (po6P). In fact, since the 
averaging we adopted is with respect to an "ensemble, " 
we have that averaging commutes with the derivative 
operators D, 0,6, A. It follows that 

(POBP) = lim 0,.6". r(I",Y) 
y' .... y J 

where oy.6y • mean derivatives with respect to the 
Coordinates y'. 
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5. A SIMPLE EXAMPLE 

In this section we treat in detail a somewhat idealized 
but easily tractable example. 

We consider radiation propagating along the radial 
outgoing null geodesics in the Schwarzschild metric, 
i. e. , 

ds2 = (1 - 2M/r) dt2 

_ (1- 2M/rt1 dr2 - r2(de2 + sin2ed¢2). 

The phase S is then given by 

S =t - r*, r*=r + 2M In[(r/2M) - 1], 

(47) 

and r is an affine parameter along such null geodesiCS. 
At each point along a geodesic we choose the following 
null vectors 

za = [(1- 2M/rrt, 1, 0, 0] 

na =t[I, - (1- 2M/r), 0, 0] (48) 

rna = (l/v2)[0, 0, l/r, i/r sine] 

Then it is easy to see that (la, na , rna , iiia) is a null tetrad 
and Dla=Dna=Dma=o. 

Therefore the analysiS of Sec. 2 applies. Before un­
dertaking such an analysis we list the spin coefficients, 
the derivative operators and the metric components for 
the tetral field (48). The nonvanishing spin coefficients 
are 

p=-l/r, /3=- ct =cote/2v2 r, 

y=M/2r2, jJ. =- (1/2r)(l- 2M/r). 
(49) 

The explicit form for the tetrad derivative operators is 

D=za2! = (1- 2M) -1 ~ +_0_ 
a r ot Or 

= 2 (1 _ 2M) -1 _o_ 
r iJv 

aa a A=11 --
a- as (50) 

[ a i a] ae + sine a;p 
where v = t + r* is the advanced time. 

The only nonvanishing component of the Weyl tensor 
is 

w2=M/2r2 

Finally, the metric functions 4 are 

w =Xi =0, U= - i(l- Uvl/Y} 

~8 == 1/v2 Y, ~~ =i/v2r sine. 

(51) 

(52) 

Let the hypersurface H be given by r=ro, Yo> 2M. We 
have for the zeroth order term 

(0) (0) 

DA + (l/r)A =0. 

(n) (n) (n) 

We aSSume the quantities A, B, C to be stationary. 
Then the solution of (53) is 

A.M. Anile 

(53) 
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(0) 

A =p(e, ¢)/r, (54) 

with p(e, ¢) an arbitrary function on the sphere. For the 
sake of simplicity we consider the case P = constant. 
Then it is easily seen that 

<1> (0) (0) 

B = 2if3A - oA = (iP /12 r2) cote. (55) 

(1) (1) (I) (1) 

A satisfies the equation D A - pA + B R = O. As initial 
d ·t· H Gi) con 1 lOn on we choose, for n ~ 1, A =0 for r=ro. It 

follows that 

(56) 

To these we add, as a consequence of u=O, 

8)=0 (57) 

We remark that the higher-order corrections destroy 
the spherical symmetry of the zeroth order field. This 
is due to the nonexistence of monopole electromagnetic 
radiation. 

From Eqs. (55)-(57) we see that in the first-order 
corrections there is no curvature-induced term. There­
fore in this case the first-order corrections arise be­
cause the wave is not exactly spherical, i. e" they are 
"near zone effects. " 

In the particular example we are discussing all the 
higher-order corrections can be obtained in a closed 

(n) (il) 
form. In fact it is easy to convince oneself that B =A 

(!J) (n:t.1) , 
= 0, for n :;-·2. Furthermore c: is given by i c: = l/2r 

l I (n) / 
+ 2(1- 2211/r)aC/ ar for n ~ 2, with 

(e = - (P /2r3) 1/ sin2 e. 
From the above formulas one sees that the curvature 

Cl) 
induced terms start to appear in c:. 

Now we discuss the averaged energy-momentum ten­
sor corrected to the first-order. 

From the two null vectors za, na, one can construct 
the timelike unit vector 

u· = l/ff (Za + na), (57a) 

which corresponds to the normalization n = l/ff in 
(28b). The observer having ua as 4-velocity, sees the 
radiation propagating in the direction of the spacelike 
unit vector 

APPENDIX A 

In this appendix we shall prove the following theorem. 

1/a = (l/ff)(la _ na). (57b) 

We obtain an orthonormal tetrad defining the two vectors 

ea = (l/v'2)(m a + mal, ea = (l/v'2)(ma _ Ina). 
(1) (2) 

Then, with respect to this orthonormal tetrad, we com­
pute the energy-density, the energy-flows, and the 
pressure of the radiation field, corrected to the first­
order. One has 

(0 ) 
H=W=O, II=(i/2ff)cote/r<IA 1

2). 

Hence 

(1) 0 q = , 
(3 ) 

(1) 

e 
('" )(11) 

(1) I q = (1 r) cote fin, 
(2 ) 

0 0 

0 
coWf 
rn 

~) =0, 
(1) 

Because (&) = 0, we find D(/L,) = O. This can also be check­
ed 3 by di<t~ct substitution in (45). 

We conclude this example by a physical interpreta­
tion of the observer defined by (57a). It is an observer 
moving radially outward with the velocity dr/ ds 
= (l/ff)(E + M/r) relative to a static observer and seeing 
the radiation moving radially. 

The example we have discussed shows that the first­
order corrections can be due to "near zone" effects. 
However this is not always so. In fact it is well-known 
that the Weyl tensor induces some shear u in an initially 
shear-free congruence of null geodesics. Therefore, 
from (6c) we see that <tl '" 0 in general; an electromag­
netic wave is diffused off the space-time curvature. 

In the presence of a sufficiently strong gravitational 
field such effects may not be negligible. In particular 
we have in mind the cosmic microwave background 
propagating in a homogeneous Bianchi universe where 
such effects might be of observational interest. The 
study of Eq. (45) in these situations is under current 
investigation and will be the subj ect of a forthcoming 
paper. 

ACKNOWLEDGMENT 

I would like to thank Professor G. Godoli for con­
tinuous encouragement. 

Theorem: For a general background Lorentz metric the equations of the system (6) are consistent. 
(Q.) Ill> 

Proof: We shall prove the theorem by induction. For n = 0, being B = 0, c: = 0 it is obvious that the Eqs. (6) are 
. (n) (n) (n+l) (rI+I) 

consistent. Next we prove that if B, C satisfy Eq. (6a), then B, C obtained from the Eqs. (6b), (6c), (6d), 
satisfy Eq. (6a) with n + 1. 

Let us assume then that 
(n) (n) (n) (n) 

D(- iB) - o(iC) + 2p(iB) + 2a(iC )=0. 

We shall prove that 

(n+l) (n+l) (n+1) (n+1) 

Q=D(-i B)- B(i C) +2p(i B )+2a(i C )=0. 
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(n) (~) (n) (n) (n) (n) _ (n) (~) (n) (n) (n) (n) 

Q =D{ ~ B - T A + V C + oA + 2j3A + 2/1 B} - O{ - oB + O"A - /1 C - ~ C + 2T B + 2 yC } 
(n) (n) (n) (n) (n) (n) (n) (n) (n) (n) (n) (n) 

+2p{ - ~B + TA - vC- oA - 2j3A - 2/1B}+2a{- oB +O"A - /1 C- ~C +2T B +2yC}. 

(n) (n) (n) (n) 

Q=D~B +6~C -2p~B -2a~C +X+Y+Z+T, 

where 
(n) (n) (n) (n) (n) 

X =D[ - TA + vC + oA + 2j3A + 2/1 B], 
(n) (n) (n) (n) (n) 

Y = - 6[- 0 B + 0" A - /1 C + 2T B + 2y C ] , 
(n) (n) (~) (~) (n>, 

Z=2p[+TA -vC-OA -2j3A -2iJBJ, 
(n) (~) (!l) (n) (n) 

T = 2a[ - 013 + O"A - /1 <.; + 2T B + 2yC ]. 

By using the commutation relations [(Eq. 6.8) of Newmann-Penrose] one finds 

(n) (n) _In) (n) - (n) (n) (n) - (n) (n) 

Q=~B-(y+y)DB +ToB +ToB +MC -vDC +:\oC+("jJ.+y-y)oC -~(2pB) 
(n) (n) (n) 

+ 2 B ~p - ~ (2a C ) + 2 C ~CI' + X + Y + Z + T. 

The induction hypothesis tells us that 
(n) (n) (n) (nJ 

~B + ~oC - ~(2pB) - ~(2a c) =0. 

Hence we can write 

_ (n) _In) _ (n) (n) _ -(!J) (n) (!l) (~) (~) 

Q=- (y+y)DB +ToB + ToB +:\oC + (iJ. +y- y)o<.; +2 B~p+2<.; ~a- A DT- TDA 
(n) (n) (n) (n) (n) (n) (n) (n) (n) 

+ CDv +DoA + 2j3DA + 2 A Dj3 + 2/1 D B + 2 BD/1 + 6 oB - O"oA - A 60" 
(n) (n) (n) (n) (n) (n) (n) (n) (n) 

+ /15C + C6/1- 2T6B - 2B6T- 2y6C - 2C5y+2pTA - 2pvC - 2poA 
(n) (n) (n) (n) (n) (n) (n) 

+4j3pA - 4p/1 B +4a7 B +4ayC - 2aoB + 2aO" A - 2a/1 C. 

Grouping together the terms we find 

_ (n) (n) _ (n) (n) _ (n) (n) (n) (n) 

Q = (- y- y+ 2/1)DB - ToB + (T- 2a)oB +:\oC - (- /1-"jJ. +y+y)5C +aA +bB +cC 
(n) (n) (n) _In) (n) 

-(T-2j3)DA +DoA +60B-aoA-2poA, 

where, for simpliCity, we have written 

a =- DT + 2Dj3- 50" + 2pT- 4j3p + 2aO", 

b = 2~p + 2D/1 - 267 - 4p/1 + 4a7, 

c= + 2~a +Dv + 0/1- 26y- 2pv +4ay- 201/1. 

Still using the commutation relations we find 

( 

_ _ (n) _ _ _In) __ In) _ (n) (n) (n) (n) 

Q = - y - y + /1 + /1)D B - (- /1 - /1 + y + y)o C - 2a 0 B - 2a DA + (a + op)A + b B - (c - 0:\) C. 

From the Newman-Penrose equations (4. 2a)-(4*2r) we see that 

a + op= +2ap, b = 2p(y +y- /1- "jJ.), c - 0:\=- 2a:\ + 2ya +2ya- 2"jJ.a- 2/1a. 

Hence it follows that 

Therefore the theorem is proved. 

APPENDIX B 

and we consider only one state of polarization. 

(B2) 
In this appendix we prove the following theorem. 

Theorem: Equation (19) in the text, is a consequence 
of Eqs. (3) and (4) at all orders in l/w. From Eq. (4a) in the text and its complex conjugate 

we obtain 
Proof: Let us write 

BY' 

8 AX• 

where 

~ -n (n) BY' 
=LJ W 8 AX' 

n=O 
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(B1) r+s=n 

+ioAoX' .0 <;{AB(Sil~.Y' (B3) 
r+s=n 
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Now we have 

6 
Y+s=n 

(B4) 

(B5) 

With the help of Eq. (3) in the text, we prove that 

AX' (n) BY' 
'V SAX' = 0, QED 

hence, by Eq. (Bl), 

AX' BY~ 
'V SAX' =0. 
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Further heavenly metrics and their symmetries 
J. D. Finley, 111* and J. F. Plebanskit 

Centro de Investigacion y de Estudios Avanzados del I.P.N., AP 14-740, Mexico 14, D,F .. Mexico 
(Received 29 July 1975) 

New developments in a continuing investigation of complex V,s with purely self-dual conformal curvature 
are presented: (I) conformal and projective extensions of spaces with CABer, = ° are discussed; (2) Killing 
vectors for general heavenly metrics are determined; (3) the solutions, in heavenly spaces, for (massless) 
D(O,s) spin or fields (in particular, the Maxwell field) are found; then (4) new examples of heavenly metrics 
of types Gx [-) and DX H are provided; lastly, contraction of the DX D solutions of Pleban'ski and 
Demianski to type DX H is performed, giving a complex prototype of the Kerr-Newman solution, and 
all solutions of the type NX H are given, which contain two arbitrary functions of two variables. 

1. CONFORMAL AND PROJECTIVE EXTENSIONS OF 
STRONG HEAVEN 

This article follows the notation and terminology of 
Plebanski, 1 hereafter referred to as I, and along with 
Plebanski and Hacyan, 2 is the third in a series of papers 
dedicated to the study of the "analytic continuation" of 
the basic structural relations of general relativity. By 
way of review, we mention that the study of heavenly 
metrics is motivated by the desire to produce general 
(real) solutions of the Einstein equations on a real mani­
fold. The complex approach to this problem has been 
developing for the last several years through accidental 
discoveries of complex coordinate transformations which 
permit one to proceed from one real solution to another 
real solution. 3 Less serendipitous approaches to an ex­
planation for this phenomenon have arisen recently 
which generated some of the terminology used here. 3 

In the study of real Riemannian spaces it is useful to 
classify them according to the degeneracy of the eigen­
vectors of the conformal tensor-the usual Petrov­
Penrose classification. In the complex case a gen­
eralization is easily obtained by a tensor product of two 
(independent) such classification schemes. (See Ref. 1 
for a complete derivation. ) We therefore label the con­
formal curvature of a complex Vj by symbols such as 
GXG, DXN, NX[-], etc., identifying as usual G 
=[1-1-1-1), D=[2-2], N=[4), etc. Thisclassifica­
tion scheme will be used often in what follows to de­
lineate the kind of spaces under consideration. We will 
first indicate the nature of some conformal and projec­
tive extensions of the notion of heavenly manifolds­
those for which ejise;' = 0, Rab = O-which generate weak 
heavens-only t ABeD = 0. Then some strong results 
about all possible Killing vectors and all D(O,s) irredu­
cible heavenly spinorial fields definable on a strong 
heaven (characterizing massless particles) will be given. 
Lastly some more attention will be paid to explicit con­
structions of heavenly manifolds. 

We first consider two (complex) conformally equiva­
lent Riemannian spaces: 

585 

ca=¢ea, 

rP[la = 2a , 

(1. 1) 

(1. 2) 

(1. 3) 
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One easily finds that these relations imply that 

rab = r ab + 2(lnrP), [aCb)' (1. 4) 

Using the Hodge duality operation 4 and the usual spinor 
form of the connections (see 1), we may write that 

r AB= r AB - t(ln¢),acz,SabAB = r AB + (1/2i) * (dln¢!\ SAB)' 

(1. 5) 
and a completely analogous equation with dotted indices. 

If the space V 4 is a strong heaven, then there is a 
choice of g~uge such that r AB = 0. Then the conformally 
equivalent V4 will be a weak heaven; i. e., the anti-self­
dual parts of the conformal curvature tensor will still 
vanish-C ABeD = O-but Rab * 0. In fact one finds that 

C- A,2C C""'.... A, 2c-·· .. ABCD=Y ABCD' ABCD=~' ABCD, 

where Bb = Vb In¢ and Vb is und~rstood to be the co­
variant tetradial derivative in V4 • 

(1.6) 

(1.7) 

It is interesting to wonder whether one can use a con­
formal transformation to generate a new solution of 
Einstein's equations in vacuum (with R = Rabffab possibly 
nonzero). That is, starting with V4,,?-s a strong heaven, 
how must one choose ¢ so that, in V4, Rab={Rgab*O. In 
the Appendix it is shown that this canno! be done. If one 
relaxes the above condition and allows R = ° (still re­
quiring Rab = }Rffab) , he gets only transformations be­
tween two (in general different) strong heavens rather 
than one from a strong to a weak heaven. It is further 
shown in the Appendix that this type of transformation 
can be generated by a conformal transformation only 
when both spaces are of type N x [-]. 

Experience with these conformal transformations 
leads one to contemplate an interesting generalization 
which arises when we replace "d In(i~'' by a general 1-
form, Cl'. (This is, of course, similar to the standard 
generalization of conformal structures into projective 
structures in real geometry.) We are thus led to con­
sidering spaces such that, in a specific choice of 
tetrad gauge, 

rA1i=- (12i) * (Cl' !\SAB)' (1. 8) 

We note that simple algebraic manipulations show that 
Eq. (1.8) is equivalent to 

(1. 9) 
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which is, of course, also true only in a specific gauge. 
It is relevant to note as well that Eq. (1.9) requires that 

(1. 10) 

which implies that the 2-form da must be self-dual 
(*da =da). (These equations then coinCide formally with 
the complex extension of the homogeneous Maxwell 
equations.) Notice that if a=dlncp, da=O and this con­
dition is automatically satisfied. Calculating, now, the 
curvature quantities, one finds, perhaps surprisingly, 
that 

C ABeD = O. (1. 11) 

Also, straightforwardly from Eq. (1. 7), one has that 

- Ca/2 = a (a;b) - aaa b- tgabgCd(aC;d - aCa d), 
(1.12) 

- R/12 = at;2 + a 3;4 + ala2 + a3a4' 

where CabER ab - (R/4)gab is the traceless part of the 
Ricci tensor. Therefore, the condition given by Eq. 
(1.9) guarantees that the manifold in question is a weak 
heaven. 

We would like now to determine the canonical form of 
the null tetrad applicable to this condition. We apply 
Frobenius' theorem in the following form: If, in a star­
shaped region of M n , there are r I-forms Wi (i = 1, ... , 
r,,;n) functionally independent-O E w1 1\ ".l\wr,*O_ 
and there exists a I-form e such that dO= () 1\0, then 
there exist functions ji}, gi (i,j = 1, ... ,r) such that Wi 

= ji jdg
j
• Noting that Sf{ = 2e4 1\ e l and S22 = 2e31\ e2, 

Frobenius' theorem and Eq. (1. 9) allow us to infer the 
existence of scalar functions such that 

e l = cp-Iec(AdP + Bdq) , e 2 = cp-Ie-C(Edr + Fds) 

- e4 = cp-IeC(Cdp +Ddq), _ e3 = cp-Ie-C(Gdr +Hds), 

(1. 13) 
normalized so that 

AD - BC = 1, EH - FG = 1. (1. 14) 

Of course, since 0,* e 11\ e 2 1\ e 3 1\ e 4 = cp -4 dp 1\ dq I\dr I\ds 
we see thatp,q,r,s can be used as independent co­
ordinates. By substituting Eqs. (1. 13) into S AlJ and 
utilizing Eqs. (1. 9), it follows that 

(1. 15) 

so that da does not, in general, vanish. In addition, the 
equation for Si2 requires the existence of functions x 
and y such that 

AE + CG = e 2c
x" AF + CH == e 2cx., (1. 16) 

BE +DG = e 2cy" BF +DH == e 2cy., ( 1. 17) 

and 

(e4cx r)Q = (e4cYr)p, (e4cx s). = (e4cy s)p· (1. 18) 

Solving Eqs. (1. 17) for E, F, G, and H and inserting into 
the condition (1. 14) gives 

3 (x,y) -4c ----e 3(r ,s) - , 
(1. 19) 

which means that x and y may be used as coordinates in­
stead of rand s. By using these new coordinates and the 
expressions for E,F, G and H, the tetrad may be written 
as 
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e l = A-1(Adp +Bdq), - e4 = A-1(Cdp +Ddq), 

e2 =A-1[D(dx +Kdp +Ldq) - C(dy +Mdp +Ndq)], 

- e 3 = A-1
[ - B(dx +Kdp + Ldq) +A(dy + Mdp + Ndq)], 

(1. 20) 
and 

a = d lncp + ~dp + T/dq, 

with 

A=rpe-c, K=-xp, L==-x., 1'vl=-yp, 

while the derivatives, of course, refer to x and y as 
functions ofp,q,r, and s. It is now clear thatA,B,C,D 
such that AD - BC == 1 simply describe the residual free­
dom of the heavenly gauge group-the group which does 
not affect SA8' So, without loss of generality, we can 
fix this gauge by setting 

A=I=D, B=O=C. (1. 22) 

Taking, therefore, 

e l = A-1dP, - e4 =A-1dq, 

e2 = A-1(dx +Kdp +Ldq), - e3 = A -I(dy +Mdp +Ndq), 

(1. 23) 

as starting conditions, one finds that Eq. (1. 9) is auto­
matically satisfied for Sil, while S12 implies that 

a =dlnA + 1(L - M)xdq -1(L - M)ydp. 

Lastly S22 requires the four conditions 

K. 2 -L. 3 =O, Jl,1. 2 -N. 3 =O 

K.4 +L.I =0, 1Yl.4 +N. 1 =0, 

where the directional derivatives are just the ones 
determined by Eqs. (1. 23): 

(1.24) 

(1. 25) 

(1. 26) 

We now note that the space under consideration is a 
general V4 satisfying Eq. (1. 9); therefore, a general V4 

satisfying Eq. (1,9) is conformally equivalent to the 
space which arises when we set A = 1 in all the appro­
priate equations. Therefore, setting 

(1.27) 

we may then compute the general expressions for the 
connections and curvature quantities. As the calculations 
are simply tedious, we give only the results. It is use­
ful to note that Eqs. (1. 25) give us the existence of two 
functions cp, ifi such that 

K=- rpy, L=rpx, 1Yl=ifiy, N=- ifix> 

which must then obey 

2(3 132 +3433) (:) =gab3a3b(:) =0. 

It is also useful to define 

Then we have 

, 
J.D. Finley III and J.F. Plebanski 

(1. 28) 

(1. 29) 

(1. 30) 
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QI =Q,3et - Q'2e4. 

The connections are given by 

r 41 = - iQxe2 + }Qye3, 

r 42 = - i(cpx + z/iytet - z/ixxe4
, 

- r t2 + r 34 = + 1Qyet + tQxe4 , 

r 12 + r 34 =- i(3cpx + z/i)ye 1
- t(cpx +3z/i)x e4 , 

r 32 = 0, r 3t =- cpyye1 _ t(CPx + z/iy)ye4
• 

(1. 31) 

(1. 32) 

The hellish components of the conformal tensor vanish, 
while the heavenly ones are given by 

C(5)=2z/ixrx, C(4)=t(CPx+3z/i)xx, 
(1.33) 

Cm = (CPx + ifi,,)xy, C(2) = t(31)x + I/!,,}yy, C(l) =21>""". 

Lastly, the Ricci tensor components are given explicitly 
by 

Rl1 =- Q.t3- iQ,3Q,3' R 24 ==tQ.22, R22 =0, 

R!4=Q.t2+iQ.2Q.3' R 12 =-tQ.23' R 23 =O, 

R44 =Q,42 - iQ,2Q,2' Rt3 =- iQ,33' R33 =0, 

and 

(1. 34) 

It is worthwhile to point out that if Q = 0, we have a 
function e such that 

and this manifold becomes identical with that of the most 
general strong heavens discussed in I, so that this is a 
direct generalization. 

We now want to point out some solutions of Eqs. (1. 29) 
first writing out those equations in full: 

{cp"oxox+z/i)l/ly- (CPx+z/i)OXOy+oxop+OyOq} (:) =0. 

(1. 36) 

[Again note that under the conditions of Eq. (1.35) these 
equations reduce to the heavenly equation discussed in 
1. J Reduction to one equation may be accomplished by 
the ansatz 5 

(1. 37) 

where J is an arbitrary, sufficiently differentiable func­
tion of one variable. Equations (1. 36) become then more 
manageable but still not solvable in general. If we now 
go further to the special case CPxp+Cpy.=O, J"=O, the 
most general solution is then 

cp=F[x+G(kx+y)J, z/i=kcp, (1.38) 

where F and G are arbitrary, sufficiently differentiable 
functions of one variable and k =J' is a constant. 

One may now explicitly calculate the components of 
the curvature tensor and determine the algebraic type 
of the corresponding conformal tensor. For convenience 
we set 

a=G"'F', b=3G"F", C=FIII, d=C'. (1. 39) 

The conformal invariants are then 

2 ABCD / C
3 

C CCDEFC AB 3 2/8 C=CABCDC =-bc 2, = ABCD EF =- ac . (1. 40) 

We may also look at the equation for the P-spinor itself. Taking z =Kt/K2 as the ratio of the two components, we 
have 

With Eqs. (1. 34) and (1. 38) we have, with w = l/z for convenience, 

(z + k){(a +db +d3c)(w + k)3 + (b + 3d2c)(w + k)2 + 3dc(w + k) + c}= O. 

The following table shows the possible algebraic types: 

c =F'" = 0: 

c=F"',*O: 

\

G"=O, conformally flat, [- Jx[- J- dQl =0, 

C"'-O 

G",*O: ~ - 'IFIP=O, 

lc"',*o: 
F" '* 0, 

IlIx[-J, 

N x [-J- QI = 0 (strong heaven), 

IlIx[- ], 

IlIx[-J, 

G x[ -], 
lIe x [:...], 

ex [- J. 

Note that type D x [- ] cannot be obtained from this particular class of solutions. We have used 

dQl = Q,,(dy I\dq - dx I\dp) + Qxxdx I\dq - Q"" dy I\dp, Q = CPx - z/iy =F'. 

(1. 41) 

(1.42) 

Also note that the case of type N x [- J is really just another way of writing a standard strong heaven since QI vanishes. 
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2. CONFORMAL KILLING VECTORS IN STRONG 
HEAVEN 

We intend to determine, as explicitly as possible, the 
constraints on a heavenly space imposed by the exis­
tence of Killing vectors, and vice versa. We work with 
the "canonical 8-formalism" of strong heaven and take 
the equations as 

(2.1) 

We recall, in addition, that heavenly spaces are deter­
mined by key functions 8 which satisfy the heavenly 
equation 

8 n 8 yy - (8,,>2 + 8 xp + 8 yO = O. 

The tetrad then takes the form 

e1 = dj}, - e4 = dq , 

eZ =dx - 8",tiP + 8 x,tiq, 

- e3 = dy + 8 x"dp - 8 xx dq, 

a2 = an - d3 = a,,, 
al = op + 8 y))x - 8 xy d" 

- 04 = o. - 8 xya, + 8 xxay • 

(2.2a) 

(2.2b) 

For more details see Paper 1. For a, b = 2,3 in Eqs. 
(2.1) we find 

a"KZ=o=- a,J<3' a"K3=a,J<2' 
We introduce a polynomial 

A=' ax3y 3/36 + i3 tx
3y2/12 + YlX

2y 3/12, 

with 

and 

(2.3) 

(2.4a) 

(2.4b) 

(2.4c) 

where a, (31' and Yt are unknown functions of p and q 
only. 

Proceeding to another triple of the equations, we find 
that E

I3
=- dy(Kj +L;y-A;2)=0, from which we have the 

existence of a function T such that 

Kl+L;y=A~2)+T, Ty=O, 

where we use L; as an abbreviation for 

L; =8fi~2) +8yA;2) - 38A;;). 

(2.5a) 

(2.5b) 

Likewise we have that E24 = ax (K4 + L;x - A~2) = 0, from 

which 

KI+L;x=A~2)+S, 5,=0. (2.5c) 

Then we manipulate 

EI2 - E34 = aAK! + L;y + A~;~) + dy (K4 + L;x + A;~~) = O. 

(2.6) 

Inserting the results from Eqs. (2.5) into this equation, 

we have 

ox(T + 2A~;;) + ayeS + 2A;!~) = 0, 
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This triple of equations now has exactly the same format 
as Eqs. (2.3) which resulted from the first triple of 
Killing equations. Their solution therefore is given by 
a new polynomial 

B =' AX2yZ /2 + (3zXzy 12 + y2xyz/2, B lI ) =' B xy , (2.8) 

and the equations 

T + 2A~~~ = B~j) , 5 + ZA;;; == - B~ 1) , 

where, of course, X, f32' and Yz are new unknown func­
tions of p and q only. We may conveniently insert this 
information into Eqs. (2.5), for K j and K 4 , by in­
troducing the auxiliary functions 

(2.9) 

(We note that W is simply a third order polynomial in 
x and y.) We have then that 

(2.10) 

which is a form suitable for use in the next triple of 
equations. Using the values of the commutators [ad' ObJ 
and a procedure very similar to that used for the pre­
vious triple, we find that 

(2. lla) 

where, again, we find three simple equations in the 
same format: 

ox(NI - Ayyyqq + 2Byyq) + oy(N + 3Axxxpp + 2Bxxp) = 0, 

(2.11b) 

We may therefore introduce a third polynomial 

C =' 3~xy + f33x + YR.", (2. 12a) 

with 1;, (33' and Y3 unknown functions of p and q only and 
write, as before, 

AI - 3Ayyyqq + 2Byyq = Cy, N + 3Axxxpp + 2Bxxp = - Cx' 

(2. 12b) 

Inserting Eqs. (2. 12b) into Eqs. (2.10), we determine 
the consistency requirements on our unknown functions, 
which, after considerable rearrangement of terms, 
become simply 

ax (:::: + V - D + 2aA) = - 48a p , 

(2.13) 

where V and D are just polynomials in x and y given by 

V "0 Appxx - Aqqyy + (Bxp + Byq)/2, 

D"O 2(Appn-ApQxy +Aqqyy) + 3(Bxp - B yq )/2 +C, (2.14) 

while:::: and A carryall the 8 dependence. The quantity 
:::: is just the 8-dependent part derived in a straightfor­
ward way: 

/ 
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:=: '" 8pA;2) _ 8.A~2) + 8x(A~~1- 2A~~~ + B~1l) 

+8~(2A~~t-A~~ +B~\» 

+ 8(4A~~) - 4A~~) - 3B~!». (2.15) 

However, A is an implicit function of 8 defined by 

(2. 16a) 

whose existence is assured because Eq. (2.2a) can 
simply be rewritten as 

(2. 16b) 

In principal these equations now determine all con­
formal Killing vectors. However, EI2 + E34 could still 
tell us something if we knew more about the function X. 
The heavenly nature of the space in question makes the 
constraint relations between 8 and X especially strong. 
TQ see this, we look at the formal integrability con­
ditions for Eqs. (2.1) 6: 

tK r abc '" Ka;cb +Rdba~d= (-gcbX,a + gacX,b +g.bX,c) 

and 
(2.17) 

(2.18) 

By remembering that, in heaven, R ab , and therefore 
R, vanish, Eq. (2.18) requires that 

(2.19) 

What constraints do these relations put on 8 and X? We 
see immediately, from J 22 , J 23 , and J 33 , that 

(2.20) 

where /33' Ys, and 03 are as yet arbitrary functions of p 
and q only. From J 21 , J 31> J 24 , and J 34 we find that a 
function T3 =T3(P,q) exists such that 

[33 = T3., Y3 = - T3P ' X = T3qX - T3pY + 03' 

and the following equation must be satisfied: 

T3.8y + T3p8 x =P3'" T3.qX2/2 - T3P.XY + T3PpY2/2 

+ a3qX - a3pY + K3' 

(2.21) 

(2.22) 

where a3 and K3 are new functions of p and q only, and 
we have used the nontrivial equation J I4 =J41 • The last 
triple of equations can then be manipulated to yield 

T4q8~+T4P8x=T4qqX2/2- T4PqXY +T4PpY2/2 

(2.23) 

where T4'" - a3 + 03 and fJ.4' 1'4, K4 are new functions of p 
and q. 

Now suppose that T3 is not a constant. (We assume 
therefore that at least T3.*0.) We may then integrate 
Eq. (2.22) to obtain 

e=F(X :p, q) + (y/T3q)Q3(X,Y:P,q), (2.24) 

where F is an arbitrary, sufficiently differentiable 
function of three variables and Q 3 is a specific second 
order polynomial in x and y constructed from P 3• Notice 
that this implies that all fourth partial derivatives of 
8(with respect to x and y) are proportional and, there­
fore, that the space is of type N x [- ] if X is a nontrivial 
function of x or y. We may now, however, insert this 
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equation for 8 into Eq. (2.23), obtaining 

(T 4P TSq - T4q T3P)F x =R3(X; p, q), (2.25) 

where Rs is a specific second order polynomial in X. 
Therefore, assuming F x x x x * ° (vanishing of this would 
imply that the space is flat), T4 must be a function of TS' 

Only if the function is linear, however, can the two 
equations be made consistent, but, of course, the space 
is then either of type N x [-J or flat. 

On the other hand, if T3 is a constant, then as and K3 

must vanish, while T4 reduces to 03 = X = X{/J, q). How­
ever, assuming X nonconstant, one may integrate Eq. 
(2.23) and obtain a completely analogous equation to 
Eq. (2.24): 

(2.26) 

where Q5 is a second order polynomial in x and y. It then 
follows again that the space must be of type Nx [- ] or 
flat. We see therefore that if we desire a more general 
algebraic type only constant X can be allowed. There­
fore, taking)( =)(0 as a constant, we may integrate the 
tenth and last Killing equation: 

EI2 + E34 = 40'pY - 40'qx + 4([3IP - Y I. + A - Xo) = O. 

(2.27) 

We see that 0' '" 0'0 must be a constant. Referring back 
to Eqs. (2.14), we see that then Dxy must vanish. To­
gether with the rest of Eq. (2.27) this requires the 
existence of a function ¢!=¢I(p,q) such that 

131 = cPl. + PoP, YI = cPIP - Poq, 

132P -Yzq=-2L Po"'(Xo- Ao)/2, 
(2.28) 

with A'" AO also constrained to be a constant. Now, how­
ever, we return to Eqs. (2. 17)-the rest of our con­
sistency conditions-and consider their anti- self-dual 
part, which is 

K)'fl;d=S.U/dX,c=O, with KAB=Sj,iJCdKc;d' 

We easily calculate that 

Kl1=-4~, K1z =-40'o, Kzz=8(PO+AO)' 

(2.29) 

(2.30) 

These will then satisfy Eqs. (2.29) if ~ '" ~ 0 is a con­
stant, which implies there is a further function ¢2 
= ¢2(P,q) such that 

(2.31) 

One may now verify that the rest of Eqs. (2.17) are also 
satisfied. Equations (2.14) may now be integrated into 
just one equation: 

:=: + 20'oA = - (xo q - y op)3¢/6 + (xo. - y op)2¢/2 

(2,32) 

where E is an arbitrary function of p and q and we sum­
marize below all the relevant equations pertaining to 
the above master equation. The Killing vector J< =Kaea 
is here being thought of as J< =KPop +Kqo. +Krox +KYoy 
because the coefficients are much simpler: 

:=: '" K P8 p +K
q
8. +L I8 x - L 28 y + (2po + 6Xo)8, 

KP=O'oY + ¢l. + PoP, - K
q 

= O'oX + cPtp- poq, 

~ =L I + 20'08y, - ~ =L2 + 20'Oe r , 

/ 
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L 1'" - (¢IP. + Po - 2Xo)x + ¢tPpY + ¢2P + ~oq, 

L 2'" ¢t •• X - (¢tP. - Po + 2Xo)y - ¢2. + ~oP, 

(2. 33) 

Considering this form, we see that all the Killing equa­
tions have been reduced to one partial differential equa­
tion relating e, the unknown functions ¢1> ¢2, (33' Y3, E 
and the constants Ci o, Po, ~o, XO' It is clear, at least 
when Cio = 0, that there are no nOnzero Killing vectors 
for the most general function e. On the other hand, Eqs. 
(2.32) and (2.33) can be very useful to determine the 
symmetries of a given metric, or a metric which has 
desired symmetries. 

As a trivial example we note that in order for up to be 
a Killing vector we must have K P = 1, K q = O=Kx =KY• 

Inserting this into our equations, we find that they 
integrate to 

e = f (x, Y , q)+ i3x + yY + 6", 

where 73, y, and 6" are functions of p and q only and f is 
arbitrary; this is just sufficient to insure that upg,," = 0, 
as one would expect. It is, however, not true that there 
is no (implicit) dependence of the metric on the functions 
73 and y since e must still satisfy the heavenly equation 
(2.2a), which gives the dependence on iJp and y. of the 
function f (x, Y, q). 7 It is also somewhat interesting to 
consider the case where both op and Oq are Killing vec­
tors. Equation (2. 33) then shows that 

e =Z (x,y) + (Tq + k2p/2)x - (Tp - k2q)y +E, (2.34) 

and 

ZXxZy,- (ZXy)2=-!c2, 

where !c2 is a complex constant. This case will be com­
pletely solved in Sec. 4. 

For some less trivial examples we look first at a 
class of metrics first discussed in I: 

(2.35) 

We note that the excepted cases, Ci = 0, 1, correspond to 
flat space, while, as is shown in I, a=2,-1 are of type 
D x [-]. All other values of a lead to spaces of type 
IIG x [- J. If we first assume also that a"" 2, - 1 and 
utilize Eq. (2.32), we find that there are exactly three 
Killing vectors: 

Bt=op, C 1=o., 

with the commutation relations 

[A 1,B1]=- (a +1)B1 , [A 1,cd=- (a-2)C 1, 

[B 1,C t l=0. 

(2.36) 

(2.37) 

We note that the case a = 1/2 is special because then the 
vectors can be renormalized so that the algebra is (a 
complex form of) the algebra for the Euclidean group in 
two dimensions. 

The cases a = 2, - 1 are essentially the same (modulo 
renaming of coordinates), and so we mention only the 
case a = 2. Here the group is four-dimensional: 
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A,=pop-xO., B,=op, 

C2 =Oq, D2 =poq-Yo" 

such that 

[A 2 ,B21=-Bz, [Az,czl=o, [A 2,D21=D2 

[B"c 21=o, [B"Dzl=c 2, [CZ,D2J=O. 

This is a solvable algebra with C2 in the center. 8 

The last case to be considered here is 

(2.38) 

(2.39) 

(2.40) 

It is shown in Sec. 4 that this metric and the one in the 
previous paragraph are the simplest members of two 
branches of solutions which contain type D x [-1 spaces. 
They are therefore of some special interest. For the 
space determined by Eq. (2.40) the Killing vectors are 
[again determined quite simply from Eq. (2. 32)J 

L 3=-qoq+Y Oy, A3=poP-qOq-xiJx +YOy, (2.41) 

B3 = ap , C3 =p2oP/2 - pqaq + (qy - jJx) ax + py 0" 

[L3,A31=0, [L 3,B3J=O, [L3,c 31=0, 

[A 3 ,B3]=-B3 , [A 3,c31=c3, [B3,c31=A 1• 

(2.42) 

This algebra is isomorphic to a complex form of the 
algebra for the group which is the direct product of time 
translations and the usual spherical symmetry group. 
That is to say, (in a complex way) this is just the Killing 
algebra shared by the Schwarzschild and NUT solutions. 

3. MASSLESS SPINOR FIELDS IN HEAVEN 

We first consider a D(O, s) object (spino rial field for 
spin s) subject to the usual constraint 

V'ch>¥CAl 00' Azs -
1 

=gaCiJV'a >¥ CAt'" A2s-1 =0, (3.1) 

where >¥ Ct 000 c2s is totally symmetric in its indices. Such 
a field describes a general (massless) particle of spin 
s. Utilizing the connections in the e version of the 
heavenly metric [see Eqs. (2.2) and Paper Ij, we have, 
with B=2, 

(3.2) 

which implies the existence of a spinor ~Al ,., A
Zs

_
1 

such 
that 

>¥2A j '" A Zs _
1 

= aY~Aj 00' A 2s_1' 
(3.3) 

We may facilitate further matters greatly by using a 
"heavenly spino rial derivative" 

(3.4) 

We then have that 

>¥Al"'A2s=OA1~A2o"A2S' (3.5) 

However, the symmetry of >¥ allows us to repeat this 
process: 

OA ~A A '" A = OA ~A A ." A • (3.6) 
1 2 3 2s Z 1 3 2s 
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Repeating this process 25 - 1 more times, we find that 
there must be a single potential function ~ H such that 

'lIAj".Azs=OAj,",OA2sH. (3.7) 

We now consider Eqs. (3. 1) with B = 1, which becomes 

(V t V2 + V 4V 3HA j '" A2s_j = (V2V j + V3V4)~Aj'" A2s~j =::0, 

(3.8) 
where the form of the heavenly Riemann tensor guaran­
tees that the two expressions are equal to each other. 
We may therefore rewrite the equation as 

vaVa~A "'A =V·V.OAj·"OA H=O, (3.9) 
2s-j 25-t 

which is then the subsidiary condition that H must 
satisfy. 

We note that for the case 5 = 1/2 this merely says that 
H must satisfy the (curved space) d' Alembert equa-
tion IO_OH = O. We may, however, for larger values of 
5, attempt to commute V·V a and 0A' To do this, we note 
that the heavenly connections may be written in a most 
useful form by the use of our new notation: 

rAB1=OAOB02e, rAB4=OAOBOle, 

while the other r's vanish. It then follows that 

tvaVa~Al '" A25_1 = (°1°2 + 04(3)~At' •• Azs_j 

+T CD ° t At C~DA2'" A2s~1 

where 
T CD A = oCoDOAe 

(3.10) 

(3.11) 

(3.12) 

is just a useful way of writing the connections involved, 
using Eqs. (3.10). It is also useful because we easily 
calculate that 

[illoZ + 0403' OAJ = - T
CD 

AOCOV' 

We now have that 

O=OA (0Io2+04il3)OA ---OA H 
1 2 2"-1 

(3.13) 

(3.14) 

In the case 5 = 1 (electromagnetism) this merely says 

(3.15) 

By following the "philosophy" propounded in I, a real 
electromagnetic field can be characterized by a 2-form 

W" 2fABS AB
, dw""O, 

(3. 16) 

w" 2fAasA.B, dw "" 0, 

where we have just used JAB to represent the special 
case of 'lI Aj 0 .. A2s for s = 1. On a real manifold wand W­
are related by complex conjugation; but, a (purely) 
heavenly electromagnetic field has w = 0 (similarly w 

= 0 for a hellish electromagnetic field). We then note 
that Eq. (3.15) implies that OH=jp(p,q), which, re­
gauging H by letting H go to H +xj(p,q), becomes 

(3.17) 
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For reference we also point out that we can rewrite this 
directly in terms of the self-dual electromagnetic 2-
form-Eq. (3.16): 

w =- d(4Hy dP - 4H,I1q). (3.18) 

Also the invariant of the field is 

J '" 4j ABjAB = B[HxxfIyy - (HXy)2J. (3.19) 

Equations (3.17)- (3.19) now constitute a complete solu­
tion to the problem of a strong heaven with purely 
heavenly electromagnetic field. It is also worthwhile to 
point out that the usual electromagnetic energy-momen­
tum tensor Eab vanishes if the field is self-dual. That 
this is true can be seen by a direct calculation in 4-
space but is much more easily seen if one writes the 
Einstein equations in spinor form: 

(3.20) 

From the form of this equation it is quite clear that if a 
purely heavenly (or purely hellish) electromagnetic field 
is the only matter present, then C ABeD must vanish and 
therefore the coupling of the curvature to the electro­
magnetic field is eliminated. [There is, of course, 
coupling in the reverse direction, via the connections in 
Eq. (3.17).] 

For spins greater than 1 the repetition of the process 
leading to Eq. (3. l4)-commuting more than one deri­
vative past aloZ + a4a3-lea.ds to the introduction into the 
formulas of derivatives of TeD A or, if one prefers to 
use covariant derivatives, components of C ABCD, which, 
in general, does not yield particularly simple equations 
nor does it allow convenient regauging, such as was 
done to obtain Eq. (3.17). Some words should be said, 
however, about certain special cases. We see that Eqs. 
(3.10) make the connections look, more or less, as if 
they had s = 3/2 although this is not exactly so because 
of their mixed nature. Also for s = 2 there is a special 
case, the gravitational field itself. We easily see that 

(3.20) 

showing the actual role that e plays as the potential for 
the gravitational field. Of course, the heavenly equation 
is simply a regauged and thrice integrated form of Eq. 
(3.9) for this special case. Note, however, that the 
standard spinorial form for the Bianchi identities, when 
R.b = 0 is just 

vE FC EBCD = 0, (3.21) 

which is just Eq. (3.1) for the case s = 2. We may also 
note that Eq. (3.9) for this special case of a spin 2 field 
equal to the conformal curvature itself allows con­
siderable Simplification because the e in Eqs. (3.20) 
and (3.12) is the same: 

(3.22) 

However, Eq. (2. 2a), which e is constrained to satisfy, 
implies 

(il 102 + 04(3)OA e = 0, 
3 

so that this is the mechanism by which the 'Bianchi equa­
tions are satisfied. 
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4. MORE PARTICULAR SOLUTIONS OF THE 
HEAVENLY EQUATION 

Looking for interesting solutions of Eq. (2. 2a) we 
first consider the logical special case in which 8 p = 8 q 

= O. In this case we clearly have at least two indepen­
dent Killing vectors op and Oq and, as we will see, the 
solution always describes a space which is algebraically 
special. The heavenly equation-Eq. (2. 2a)-reduces to 
just the classical equation for a developable surface in 
two independent variables. There are 11 two first in­
tegrals describable as 

(a) 8,- F(8 x)=0, 
(4.1) 

(b) ye y +x8 x +G(eJ - e =0, 

where F and G are arbitrary, sufficiently differentiable 
functions of one variable. The general solution may also 
be written in the form 

e =e(x,y) =hx +F(h)y + G(h), 

where h=h(x,y) is determined by the equation 

x + yF'(h) + G'(h) == O. 

(4.2a) 

(4.2b) 

To show that aU solutions so generated are algebraically 
special, we calculate the components of the conformal 
curvature tensor, which may be written as 

C(J)==2ox;ox(H5-i8xX>, j=1, ... ,5, 

where 

H=H(x,y) 

--IF'' solution taken from Eq. (4.1a), 

- (x + G')/Y, solution from Eq. (4.1b). 

(4.3) 

(4.4) 

One may then calculate the invariants of the conformal 
tensor, with the result that [see Eq. (1. 42») 

2 2 3 3 
C = 6 (HxexX> , C ==6(Hxe xx) , 

2t.= (6)3 - 6«(;)2 =0, 
(4.5) 

thus guaranteeing algebraic degeneracy; i. e., there is 
no possibility of type G x [-]. However, we can do more 
by looking at the equation for the P spinor as the equa­
tion the degeneracy of whose roots determines the type 
of the solution [see Eq. (1. 41)]. Inserting values from 
Eq. (4.3), we find that there is always a double root 
at z = - H. There are basically three cases: 

exfix = 0 implies type N x [- ) 

8 xfix* 0, 

(4.6) 

Having found all solutions independent of p and q, we 
generalize to all solutions where the metric coefficients 
are independent of p and q, given by Eq. (2.34). The 
general solution is generated by the set of equations 

Z = (ky - h)x + F(21<y - h) + G(h), 

x = G'(h) - F'(2ky - h), (4.7) 

where h = h(x ,y) and as usual F and G are arbitrary, 
sufficiently differentiable functions of one variable. Note 
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that if either F" or G" vanish, then it is automatic that 
only C(5) is nonvanishing and we have type NX[-J again. 
However, these solutions are in fact sufficiently gen­
eral to include spaces of algebraically general type when "* 0. By noting that the two first integrals can be written 
in the form 

y ± iZ x == f. (x 'f iZ,), 

with f. arbitrary, the degeneracy equation may again be 
calculated. As it is quite complicated we content our­
selves here with two examples of type G x [-). 

If F(u) == G(u) =u lnu is chosen, we find that the metric 
components are simply (taking k = 1) 

8 xx =- isech2(x/2), 8 x,==tanh(x/2), 

8 yy =2/y. 
(4.8) 

The degeneracy equation then becomes 

w 4 + ~ tanh2 (x /2) sech2 (x/2)w 
(4.9) 

+ sech2(x/2)[1 + 3 tanh2(x/2)]/16 == 0, 

with w =yz, which has no multiple roots. 

Another somewhat more interesting example is ob­
tained from 

Z=2(x- by 3)3/Zy -1I2, b==k-2/27. 

The metric components are given by 

J= h,-1/2(X_ by 3r!l2 =8xx , 

8 xy =- (x + 2by 3) J/y , 

8 yy = (x- 4by 3)2J/y2. 

(4.10) 

(4.11) 

Again we note that this solution is of algebraically gen­
eral type, but in the limit as b goes to zero it becomes 
type IIG x [-], being then a special case of a solution 
discussed in 1. It is now clear that solutions of all pos­
sible algebraic types exist for the heavenly equation. It 
is also relevant to note that when this metric is inserted 
into Eq. (2.32), which determines Killing vectors, we 
find that op and oQ are the only solutions, which, of 
course, was obvious. However, for b=O, one acquires 
an extra Killing vector- Eqs. (2.37) for Q' = ~. 

As another example of interesting heavenly metrics 
we construct solutions of Eq. (2. 2a) which have 

(4. 12a) 

and are of type DX[-], which [given Eq. (4. 12a)J is 
equivalent to the condition 

(4. 12b) 

By using Eq. (3.20) for the C(O'S (see also I), Eq. 
(4. 12a) requires that 8 be a third order polynomial in 
x such that the coefficient of x 3 is also independent of y. 
Inserting this form into Eq. (4. 12b) leads to the fol­
lowing form (modulo p, q-dependent translations of x and 
y): 

(4.13) 

where 0', ••. ,11 are functions of p and q only. One then 
finds that 

C(3)=80'/y3, C(Z)==-240'x/y4, C(J)=48axz/y5, 

(4.14) 
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so that we must have a nonvanishing for a nontrivial solution. However, this e must still be constrained to satisfy 
Eq. (2.2a). Combining Eqs. (4.13) and (2.2a) and comparing coefficients of different powers of x and y, one finds 
two distinct families of solutions: 

Family I Family II 

a =f{p), {3=O, y=-tf'/f, 

o=y(4y-1)q/3 +g(P), 

a =k[q + f(p)}-3, {3=- Hq + ftl, 

y = - 2{3f' , 0 =t f" + {3(f ,)2 - w1 g{p). 

~p+~.=-12ao, 

where ld ° is a constant and f (p) and g(P) are arbitrary, suffic iently differentiable functions. We notice that 1] does 
not appear in these equations or in the metric and so can merely be set equal to zero without loss of generality. The 
metric can then be written as 

ds 2 = 2dpdx + 2dqdy - 4ay-3(xdP +ydq)2 - 4(yx + 30Y) dP2 - 4{3ydq2 + 8(i3x + yy) dp dq, (4.16) 

with a, 1'3, y and 0 given by one of the sets in Eqs. (4.15). In Sec. 2 the Killing algebra was determined for the 
simplest members of each of these two families-a =ao, {3=O=y= 6 and a =- 64ki33, 1'3=- tq-1, y=O= o. The 
algebra for that member of Family II strongly suggests that it describes the heavenly version of Schwarzschild-NUT 
space. (See also the next section. ) 

5. OTHER APPROACHES TO THE QUESTION OF 
SOLUTIONS 

If one hopes that the heavenly (hellish) solutions of the 
complex Einstein equations can be important as-in 
some sense-basic and elementary "bricks" which, 
through a procedure of synthesis (at present unknown), 
would generate physical (real) solutions, it is of some 
interest to reverse the question and to examine how 
some known physical solutions generate related complex 
solutions with only self-dual (or anti-self-dual) con­
formal curvature. Particularly useful for this purpose 
are the real solutions of the Einstein-Maxwell equations 
of type D presented by Plebanski and Demianski. 12 We 
briefly summarize here the relevant results and then in­
dicate how to determine the heavenly part. Let {p, q, T, a} 
be real coordinates and m,n,eo,go be real constants 
[interpreted as mass, NUT parameter (magnetic mass), 
electric charge, and magnetic charge] and ~ and y two 
real constants related to the rotation and acceleration 
parameters, while X is the cosmological constant. 
having the two polynomials 

p = (- X/6 + y_go2) + 2np - tp2 +2mp3 

+ (- X/6 - y- eo2)p4, 

Q= (- X/6 - y + go2) + 2nq +~q2 + 2mq3 

+ (- X/6 +y+ eo2)q4, 

Then, 

(5.1) 

we write down the null tetrad for the space in question: 

(5.2) 

with metric 
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(5.3) 
The corresponding electromagnetiC field is given by 

w =d (~o +.igo (qdT + iPda») 
-zpq 

- (eo - igQ 
w=d 1 +ipq (qdT - ipda) ) . 

The conformal curvature tensor has only 

(5.4) 

C(3)=2 (1~:q~) 3 [m+in- (eo
2

+go
2

) (/+-i:q) 1 
(5. 5) 

e(3) = 2 ( P ~ q ) 3 [In _ in - (e 2 + g 2) ( p - q ) ] 
1 + zpq 0 0 1 - ipq 

as non-zero components. 

In the first st.ep we formally extend this solution onto 
a complex V4 maintaining all formulas [Eqs. (5.1)­
(5.5)] as they are, but interpreting the coordinates and 
parameters as complex. The formal Einstein-Maxwell 
equations over complex V4 are thus still fulfilled, giving 
a solution of type DXD. In the second step we now con­
tract the space to a (weak) heavenly space of type 
D x [- ] by just selecting 

m-in=O, eo-igo=O, (5.6) 

which guarantees e(3) = ° and w = 0. Redefining Yo = y 

+ eo2 , we then have a solution described only by five in­
dependent (complex) constants, m, eo, ~, Yo, and X. 
Setting a polynomial 

D(u) = (- X/6 + Yo) - 2imu - €U
2 + 2mu3 + (- X/6 - yo)u4

, 

(5.7a) 
we now have 

(5.7b) 

where the tetrad is still given by the form of Eqs. (5.2) 
with, now, P and Q from Eq. (5.7) instead of (5.1). 
The corresponding electromagnetic field can be written 
as 

tW=d(~1 e. (qdT+iPdfJ») , w=O, -zpq 
(5.8) 
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which is, of course, purely heavenly and therefore does 
not couple with the gravitational field (see Sec. 3). 

It is clear that this complex solution can be con­
sidered as a complex prototype of the important real 
solutions of the type D which contain in particular the 
Kerr-Newman and Taub-NUT solutions, possibly gen­
eralized by the presence of magnetic charge, accelera­
tion parameter, and cosmological constant. 

This solution is still very general. If one is interested 
in the complex prototype of the Schwarzschild (Reis­
sner-Nordstrom) solution, he can try to make the ap­
propriate contraction of the above complex solution 
(done for the real case in Ref. 12). It is much simpler, 
though, to complexity the contracted real solution given 
in Ref. 12. By imposing again the conditions 

mo-ino=O, eo-igo=O 

the metric and electromagnetic field become 

ds 2 = w- I dq,2 + (q,2 + I ~)(de2 + sin2e d¢2) 

- w(dt' - 2/0 cose d¢)2 

w = 1 - 2mo/(q' + i/o) - (,\/3) (q,2 + 5 /0 2), 

- imo = /0 - (4'\/3) 10
3 

while the field invariants are 

(5.9) 

(5.10) 

(5.11) 

With ,\ = 0 this should be considered as the complex 
prototype of the Schwarzschild (Reissner-Nordstrom) 
and Taub-NUT solutions. With r= q' + mo, '\0 = 0, we 
may rewrite 13 

ds 2 = (1 _ 2;0) 

- (dt' + 2imo cose d¢)2 ) , 

det(g "v) = (1 - 2m o/r)2r 4 sin2e, 

iw = - d{(eo/r) [dt' - i(r - 21110) cosed¢]}. (5. 12) 

Although, when investigating st;l'ong heavens, it is in 
general convenient to apply the formalism based on the 
key function e, in some subcases it is more efficient to 
approach the problem more directly. An interesting 
example of this is the following: the problem of deter­
mining all strong heavens of type NX [-l. 

To begin, we can assume a hellish gauge such that 

(5.13) 

Moreover, working with spaces of type NX[-], we can 
fix the heavenly gauge so that only C(l) is different from 
zero. Our choice for the null tetrad is, however, still 
invariant with respect to two specific heavenly tetrad 
gauges; these are given by (specialized to the gauge 
choice we have already made) 
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11: 

[

r'42=eor 42 , r'12=r12+idl1, 

C,(5) = C,(4) = C,(3) = C,(2) = 0, 

e,l=e l , e,2=e2 +Ce3 

C: 
e,3 = e3, e,4 = e4 _ Ce l 

lr'42 =r42' r'12=r I2 +Cr42 , 

r'31 = r 31 + 2Crl2 + C2r42 +dC 

C,(S) =C,(4) = C,O) =C,(2) =0, 

> 

> 

We may now start to integrate Cartan's structure 
equations: 

(5.14) 

(5.15) 

del =- el /\ r l2 - e4
/\ r 42 , 

de4 =el /\r 31 +e4 Ar12 , 

de 2 = e2 A r l2 - e3
/\ r 31 , 

de3 =e2 Ar42 -e3/\ r 12 , 

(5.16) 

dr12 + r 42 /\ r 31 = 0, 

(5.17) 

We distinguish two cases: 

S(special): r 4Z =0; G(general): r 42 *0. (5.18) 

Considering first case S, we see that dr12 = 0 which im­
plies r l2 =dp. But, choosing a = - p/2, we can (without 
loss of generality) take 

(5.19) 

Equations (5. 16) then imply that there exist functions p 
and y such that e1 =dp and - e3 =dy, and Eqs. (5.17) then 
require that C(j) is a function only of p and y, which we 
choose so that C(1)=F,,(y,P), which makes r 31 
=- iF,(y,P)dp +dC. Now, we utilize C-gauge-Eqs. 
(5. 15)-to eliminate the dC term in r 31 . Finishing the 
integration of Eqs. (5.16), we have 

el=dp, _e4 =dq, 

e2 =dx-iF(y,p)dp, _e3 =dy, (5.20) 

r l2 = 0 = r 42 , r 31 = - iF,(y ,p)dp, C(IJ =Fyy • 

(This solution was already discussed in I, with x, q and 
y ,p interchanged, although it was not derived from such 
basic notions there. ) 

Returning now to the general case, we see that we 
can write r 42 = - eOdy * 0, while the exponential factor 
may be regauged to 1 by using Eqs. (5.14), giving 14 

r 42 =- dy * O. (5.21) 

Equations (5.17) then imply that r 31 = - xdy and 
- dx /\dy = ~C(IJe3 /\e l * 0, so that x and y can be con­
Sidered as independent coordinates. Looking separately 
at the two pairs in Eqs. (5.16), we obtain the existence 
of functions f, g, u, and l' such that 

e4 = d1.' + fdy , e2 = du + gdy. 
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Re-entering with these equations back into Eqs. (5.16)­
for consistency-we find that 

e 1 =d~ +vdy, 

where ~ and 1/ are two new scalar functions. We easily 
have that 

2dx 1\ dyl\ du 1\ du =- C<lle1 1\e2 1\ e3 1\ e4* 0, (5.22) 

so that x ,y, U, v may be chosen as independent co­
ordinates. Again from consistency with Eqs. (5.16) we 
find that 

d(f + x~) = ~dx + Ady, d(g- x1J) = - 1Jdx + J}.dy, (5.23) 

which we interpret as defining two functions F(x ,y) 
=f+x~, G(x,y)=g- xT/ and giving ~,A,1J and 11- in terms 
of partial derivatives of F and G. We may then sum­
marize our results for this general case; 

e 1=dFx +vdy, e 2 =du+(G-xG.)dy, 

e4 =dv + (F -xFJdy, - e3 =dGx +udy, 

C(l) = 2[ G:.cx{F xy + v) - Fxx(Gw + u) J-1, 
(5. 24) 

where F and G are arbitrary except that not both F rx 

and Gn may vanish. One may also observe that 

(5.25) 

so that these two quantities-F xx and Gxx-measure the 
twists of the forms e1 and e3 , at least one of which must 
be nonzero. We have then, in summary, that any solu­
tion of type Nx[-J is represented either by Eqs. (5.24) 
or the special case given by Eq. (5.20). 

6. CONCLUSIONS 

We consider this work as one more step toward a 
better understanding of the structure of self-dual solu­
tions to the complex Einstein equations. It is to be 
remembered that these self-dual solutions are thought 
of as an intermediate step toward methods of generating 
general solutions of Einstein's equations on a real mani­
fold, even though the method by which they may be so 
used is not clear at this moment. Yet we believe that the 
full discussion of the permitted symmetries (generated 
by Killing vectors) of these spaces given here should be 
of considerable value striving toward this goal. In parti­
cular, the Killing algebras for certain type D x [- ] 
metrics, discussed in Secs. 2 and 5, are very helpful in 
identifying for which real metrics our complex solutions 
are heavenly prototypes [even though explicit coordinate 
transformations which, for example, connect the metric 
determined by the 8 in Eq. (2.40) and the metric given 
in Eq. (5. 12) have not yet been foundJ. Because of the 
simplicity of the equation determining these Killing vec­
tors this process should be susceptible to extension to 
many other relevant useS. 

We hope also that further studies can utilize the 
heavenly spino rial (massless) fields of Sec. 3 to similar 
gOod purposes. Lastly note that the yet newer approaches 
to heavenly metrics, given in Sec. 5, yield complex 
heavenly prototypes of all solutions of type N x [-] and 
the most important solutions of type D x [- J. 
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APPENDIX 

Using the spinor relations 

(AI) 

Eqs. (1. 7) and (2. 2b), we have 
- -

- C1121 = <P<Pxx, - C l1 i2 = <P<P,4x> 

- C 11 li = 1>1>.44 - 8 xxx 1>,1 +8xxY 1>.4, 

- C1222 = - 1>1>x~' - C12 ii = ~(<P.lx + <P.4y)<P, 

- C12ii = <P<P.14 - 8 xx,1>.1 + 8xyy<P.4' (A2) 

(A3) 

By trying to set C ABCD = 0, the first triple of Eqs. (A2) 
require that 

(M) 

where i3e, 1'6, and 5s are fUnctions of p and q only. In­
serting this information into the second triple, we find 
that 

i368 , - Y68 x =Ps '" %/36x2 + ~(Ys. - i3sp)xy 

- ~y&y2 + JlEX + /leY + Kg, 

(A5) 

where IJ.s, vs, and K6 are new functions ofp and q only. 
(This procedure is a simpler version of the integration 
of triples of equations in Sec. 2.) 

Using now the third triple of equations, we find that 
there must be a function T6 and a constant 110 such that 

/3s=- T 6• + fJoP, 'Ys=T6p +fJoq, 

and a function (16 such that 

1J.6 = - (O's - 06)., Vs = (as - 06}P' 

and a new constraint equation: 

3poe - CP. lex + <P.4Sy =P7 =: - ~cr6.qX2 + (J6qpXY 

- to'6P;>'Z + J.17X + V 7Y + K7 , 

(A6) 

(A7) 

(AB) 

with 11-., V7, and K 7 again being functions of p and q only. 

We are now ready to interpret Eqs. (A4), (A5), and 
(AS). First we consider the case where either [36 or Yo 

is different from zero. (We assume that it is [36' at 
least. ) In that case Eq. (A5) may be solved to obtain 

(A9) 

where Gg is an arbitrary, sufficiently differentiable 
function of three variables, Q6 is a second order poly­
nomial in x and y, constructed from Ps. We may then 
insert this information into Eq. (AS), which implies that 

(AID) 

where Ss is a second order polynomial in 1> and we have 
inserted the value of the curvature scalar, 

- R/24 = Po(o£; - pasp - qus.) + (1opT6• - as. T6P' (All) 

calculated from Eq. (A3) , which is constant by the 
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Bianchi identities. We therefore see that (ojo¢)4C = 0. 
However, Eqs. (A9) say then that all fourth derivatives 
of e with respect to x and y must vanish, and therefore 
the space is flat (see I also). 

The only nontrivial option is to retreat and make both 
{36 and 'Ys vanish. In this case ¢=66, Po=O, T6=0=iJ.6 
= Vs = KG, so that a G just reduces to ¢ and Eq. (AB) re­
mains, in the form 

(Al2) 

where P7 is still a second order polynomial in x and y. 
Therefore, if either ¢p or ¢. is nonzero, we have that 
(assuming ¢. oF 0) 

Q7 being a second order polynomial in x and y. 
ferentiating, we find that 

-fiC(j) = (¢.)H(_ ¢p)5-iH, 

H"'(a/a<I»4C 7, <I>"'¢.x-¢pY, 

(A13) 

Dif-

(A14) 

from which we see that the space must have originally 
been of type Nx[-J (and also of course the transformed 
space must be of this type as_well). Utilizing Eq. (All), 
however, we easily see that R = ° so that the trans­
formation is simply between one strong heaven, V4 , and 
another, V4 , without inducing a weak heaven-with Cab 
= 0, R,* O. The last possibility is that of constant ¢ 
which corresponds merely to a change of scale. 

*On sabbatical leave from the University of New Mexico, 
Albuquerque, New Mexico 8713l. 

tan leave of absence from the University of Warsaw, Warsaw, 
Poland. 
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2S. Hacyan and J. F. Plebati.ski, J. Math. Phys. 16, 2403 
(1975): 
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indices which run from 1 to 2. We use a comma to indicate 
ordinary (tetradial) differentiation and a semicolon to indi­
cate covariant differentiation. We also use a signature of + 2 
in the underlying real manifold. Our definition of duality is 
so arranged that for an arbitrary p-form w = ** W: if w 

= (pl)-l W"I ... I>pdx l>l A- •• Adx"p, then 

*w'" exp£<i7f/2)(pp' -l)](p !P'! )-11 det(g~)1!/2E>-t"'XP"I"'''P' 

("'p •• 1.pdx"l /\ ••• /\dx"p' 

with P + p' = 4. 
SThis, of course, merely generates some solutions, not all. 
6See, for instance, L. P. Eisenhart, Riemannian Geometry 
(Princeton U. P., Princeton, N.J., 1926), Chap. VI. 

7We point out that if one considers two 8' s, 8 1 = fl (x, y), 8 2 
=h(x,yl+~x+:Yy, then Eq. (2.2a) partially determines the 
functions fl andf2: 

flnflyy - (f1",)2 = 0, 12:rxi2Y!) - U2",) 2 ~ - fit> - y. - - I, 

where we have taken advantage of the fact that since 12 is in­
dependent of p and q we must have IIp +y. a constant (for any 
solution to exist at all) which we may then renormalize to 1. 
Looking casually at 8 t and 8 2 we might say that iffl andj2 
were equal they would generate the same metric. This is 
surely true, but almost never canfl andj2 be equal, as they 
are solutions to two quite different differential equations. 
See Sec. 4 for more details on these differential equations. 

BThe existence of this particular group of motions in this 
space suggests that there is a coordinate transformation 
which identifies it with the heavenly contraction of the real 
manifold on which a G41 group [Petrov's notation for the 
group whose algebra is just given by Eqs. (2.39)] acts. See 
A. Z. Petrov, Einstein Spaces (Pergamon, New York, 1969), 
p. 227. 

9We are motivated to use the symbol H for these potentials 
because they are actually "heavenly Hertz potentials for any 
spin. " 

lOWe use 0 to indicate the action of 'Vo'Vo on a scalar field. 
Also we note that the case s = 1/2 corresponds to a "heavenly" 
neutrino satisfying Wey l' s equation in the heavenly space. 
We have here quite simply \jiA~o#f,OH~O. 

11E. Goursat, A Course in Mathematical Analysis (Dover, New 
York, 1964), Vol. III, Part I, p. 67. 

12J. F. Plebati.ski and M. Demiati.ski, CaL Tech. Preprint 
OAP-401, April, 1975. For a compact resume see also 
New York Acad. Sci. 262, 246 (1975); first announced in 
J. F. Plebanski, in Gravitational Radiation and Gravitational 
Collapse, edited by C. DeWitt-Morette (Reidel, Holland, 
1974), pp. 11;1;-90. For the contraction to NUT solution see 
J. F. Plebanski, Ann. Phys. 90, 190 (1975). 

t3Note that the real Taub-NUT metric has determinant 
(r+ilo)2(r-ilo)2sin2e. nonzero for real values of r and~o. 
However, in a complex space there is a more serious prob­
lem at the (allowed) point r=i'-o= mo' 

14Actually what one obtains from Eq. (5.17) is r 31 = - xdy + dC, 
but again C-gauge-Eqs. (5. 15)-allows us to regauge so as 
to eliminate the de term. 

I 
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Using the Weyl correspondence. Mizrahi has derived an expression for the transition amplitude as a path 
integral in phase space. It is shown that the same result follows if any correspondence rule is used. 

INTRODUCTION AND CONCLUSION 

Mizrahi! has given an interesting derivation for the 
transition amplitude expressed as a Feynman path 
integral in phase space. Particular emphasis was placed 
on the Weyl correspondence rule as the "royal road" in 
the derivation. We show that all correspondence rules 
lead to the same result. 

There are an infinite number of correspondence rules 
and no particular one is forced in the SChrodinger 
formalism. 2 The fact that the Feynman path integral 
formulation does not either has been previously 
shown. 3-5 

The set of all possible correspondence rules is given 
by2 

A(P,Q)=JJ y(8,r)j(8,r) 

Xexp(i!1Q+irP)d8dr, (1) 

y(8, r) = 4:2 f f a(p,q)exp(-i8q -irp)dqdp, (2) 

where A(P, Q) is the quantum mechanical operator cor­
responding to the classical function a(q,p), and/(B, r) 
is any function such that 

j(e,O) =/(0, r) = 1 

For simplicity we have restricted ourselves to one 
dimension. 

Different correspondence rules are obtained by 
selecting different choices for /. In particular the 
Weyl, symmetrization, Born and Jordan rules are 
obtained by taking / equal to 1, cosi 8rn and sin~ Brn/ 
(~8rn), respectively. 

To follow closely the derivation of Mizrahi, we re­
write (1) and (2) as 

(3) 

A(P ,Q)= 2!n f f a(p,q)l:.(p,q)dpdq, (4) 

where 

t:.(P,q)=2~f f j(e,r)exp[i8(Q-q)+ir(P-p)]d8dr 

=:1T f f j(8,r)exp(ii8rn-i8q-i rp) 

The matrix elements of I:. can readily be obtained, 

(q' I 1:.( p, q) I q 1/) = 2~ f(8, q 1/ ; q' ) 

(
iP( ,_ 1/») 

Xexp[-i8(q-Hq"+q'»]exp qn q dB 

We now follow the steps analogous to Mizrahi's after 
his equation (35). 

-( 1_1 f (-i(tJ+I-tj)h(P,q») 
- qj+l 21Tn exp n 

XI:.(P,q)dPdql q,) 

=(21T~2n f /0, qj~ql+! )exP[i8(Q-HQj+1-Qj»] 

Xexp {If [til ~ ~i P - h(P,q)] 

X (l,+! - t)}dPdQ d8. 

The transition amplitude is then 

X exp[i 8(x - Hqj+l + q,»] 

x [i ~ (Ql +I - Qj ) exp "L..J p,-h(p"x) 
"j=O lj+! - tf 

X(tj+l-t)] d8dx. 

Passing to the limit we have 

(qb' fb I q a' fa> 

. jdPdq dXd8 [. I .. 
= (21T)2n j(B,O)exp zB\X - q(t))] 

x exp (~ 1.lb 

[P(t)q(t) - h(p(t), x)] dt). 

(6) 

(7) 

(8) 

(9) 

X exp(ieQ) exp(irP) dB dr. (5) But, since j(8,0) equals 1, we have for the 8 integration 
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f exp[i8(x - q(t))] d8= 2m5(x - q(t)). (10) 

and hence (9) becomes 

(11) 

That all correspondence rules yield Eq. (11) is 
analogous to the situation of obtaining a correspondence 
rule from the Feynman path integral in configuration 
space. It has been shown that no unique correspondence 

ERRATA 

is forced. The reasons given in Refs. 3-5 apply equally 
well in the present case. 
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the Lie algebra is simple, however, then Ci;Ci i '* 0, and 
all the conclusions derived from the root weight theorem 
apply. 

For further details see W. Nahm, V. Rittenberg, 
and M. Scheunert, "Classification of simple graded Lie 
algebras containing a reductive Lie algebra" (to be 
published) . 
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